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INTRODUCTION

The IBM 1130 Scientific Subroutine Package makes
available a mathematical and statistical subroutine
library. The user may supplement or modify the
collection to meet his needs. This library includes
a wide variety of subroutines to perform the func-
tions listed below, but is not intended to be exhaus-
tive in terms of either functions performed or
methods used.

AREAS OF APPLICATION

Individual subroutines, or a combination of them,
can be used to carry out the listed functions in the
following areas:

Statistics

Analysis of variance (factorial design)
Correlation analysis
Multiple linear regression
Polynomial regression
Canonical correlation
Factor analysis (principal components,
varimax)
Discriminant analysis (many groups)
Time series analysis

 Data screening and analysis
Nonparametric tests
Random number generation (uniform, normal)

Matrix Manipulation

o Inversion

e Eigenvalues and eigenvectors (real symmetric
case)

e Simultaneous linear algebraic equations

e Transpositions

e Matrix arithmetic (addition, product, etc.)

® DPartitioning

e Tabulation and sorting of rows or columns

e Elementary operations on rows or columns

Other Mathematical Areas

e Integration of given or tabulated functions

o Integration of first-order differential
equations

e Fourier analysis of given or tabulated functions

e Bessel and modified Bessel function evaluation

e Gamma function evaluation

e Legendre function evaluation

e [Flliptic, exponential, sine, cosine, Fresnel
integrals

e Finding real roots of a given function

¢ Finding real and complex roots of a real poly-

nomial
e DPolynomial arithmetic (addition, division, etc.)
e Polynomial evaluation, integration, differen-
tiation

CHARACTERISTICS

Some of the characteristics of the Scientific Subrou~
tine Package are:

o All subroutines are free of input/output state-
ments.

e Subroutines do not contain fixed maximum di-
mensions for the data arrays named in their
calling sequences,

e All subroutines are written in 1130 FORTRAN,

e Many matrix manipulation subroutines handle
symmetric and diagonal matrices (stored in
economical, compressed formats) as well as
general matrices. This can result in consid-
erable saving in data storage for large arrays.

o The use of the more complex subroutines (or
groups of them) is illustrated in the program
documentation by sample main programs with
input/output.

e All subroutines are documented uniformly.

Introduction 1



DESIGN PHILOSOPHY

CHOICE OF ALGORITHMS

The algorithms in SSP have been chosen after con-
sidering questions of storage, accuracy, and past
experience with the algorithm. Conservation of
storage has been the primary criterion except in
those situations where other considerations out-
weighed that of storage. As a result, many com-
promises have been made both with respect to level
of sophistication and execution time. One such com-
promise is the use of the Runge-Kutta integration
technique rather than predictor-corrector methods.
A departure from the primary criterion of storage
is illustrated by the algorithm for matrix inversion.
If only row pivoting had been used, the subroutine
would not have required working storage and would
have needed fewer FORTRAN statements for imple-
mentation. However, pivoting on both rows and
columns was chosen because of the accuracy require-
ment for matrix inversion in statistical operations.

PROGRAMMING

The subroutines in SSP have been programmed in
1130 FORTRAN. Many of the larger functions such
as those in statistics have been programmed as a
series or sequence of subroutines.

An example of the use of sequences of subroutines
is the statistical function called factor analysis.
Factor analysis is a method of analyzing the inter-
correlations within a set of variables. It determines
whether the variance in the original set of variables
can be accounted for adequately by a smaller num-
ber of basic categories; namely, factors. In the
Scientific Subroutine Package, factor analysis is
normally performed by calling the following five
subroutines in sequence:

1. CORRE - to find means, standard deviations,
and correlation matrix

2. EIGEN - to compute eigenvalues and associ-
ated eigenvectors of the correlation matrix

3. TRACE - to select the eigenvalues that are
greater than or equal to the control value specified
by the user

4. LOAD - to compute a factor matrix

5, VARMX - to perform varimax rotation of the
factor matrix

The multiple use of subroutines is illustrated by
the fact that subroutine CORRE is also utilized in
the multiple linear regression and canonical corre-
lation. Subroutine EIGEN is used in canonical cor-
relation as a third level subroutine.
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OVERALL RULES OF USAGE

GENERAL RULES

All subroutines in the Scientific Subroutine Package
(SSP) are entered by means of the standard FORTRAN
CALL statement. These subroutines are purely
computational in nature and do not contain any refer-
ences to input/output devices. The user must there-
fore furnish, as part of his program, whatever input/
output and other operations are necessary for the
total solution of his problem. In addition, the user
must define by DIMENSION statements all matrices
to be operated on by SSP subroutines as well as those
matrices utilized in his program. The subroutines
contained in SSP are no different from any user-
supplied subroutine. All of the normal rules of
FORTRAN concerning subroutines must, therefore,
be adhered to with the exception that the dimensioned
areas in the SSP subroutine are not required to be
the same as those in the calling program.

The CALL statement transfers control to the sub-
routine and replaces the dummy variables in that
subroutine with the value of the actual arguments
that appear in the CALL statement if the argument is
a constant or a variable.” When the argument is an
array or function subprogram name, the address of
the array or subprogram is transmitted to the called
subroutine.

The arguments in a CALL statement must agree
in order, number, and type with the corresponding
arguments in the subroutine. A number may be
passed to a subroutine either as a variable name in
the argument list or as a constant in the argument
list. For example, if the programmer wishes to add
matrix ARL to matrix AR2 in order to form matrix
AR3 using the SSP subroutine GMADD and if AR1 and
AR2 are both matrices with ten rows and twenty col-
umns, either of the two following methods could be
used:

Method 1 .

CALL GMADD(ARL, AR2, AR3, 10, 20)

Method 2 .
N =10
M = 20

CALL GMADD(AR1,AR2, AR3,N, M)

Many of the subroutines in SSP require the name
of a user function subprogram or a FORTRAN-
supplied function name as part of the argument list

in the CALL statement. If the user's program con-
tains such a CALL, the function name appearing in
the argument list must also appear in an EXTERNAL
statement at the beginning of that program.

For example, the SSP subroutine RK2 integrates
a function furnished by the user. It is therefore
necessary for the user to program the function and
give the name of the function to RK2 as a parameter
in the CALL statement. If the user wished to inte-
grate the function dy _ 3.0x + 2,0Y, his main pro-
gram might look like:

EXTERNAL DERY

CALL RK2(DERY, .....)

RETURN
END

His function subprogram could be:
FUNCTION DERY (X,Y)

DERY=3, 0*X+2,0*Y
RETURN
END

The user's main program gives the name of the
programmed function to RK2 by including that name
in the CALL statement and in an EXTERNAL state-
ment, RK2, in turn, goes to the function DERY
each time it requires a value for the derivative. The
subroutine RK2 is not modified by the programmer.
The dummy function name FUN in subroutine RK2is,
in effect, replaced by the name appearing in the
user's CALL statement during execution of the sub-
routine.

MATRIX OPERATIONS

Special consideration must be given to the subrou-
tines that perform matrix operations. These sub-
routines have two characteristics that affect the
format of the data in storage--variable dimension-
ing and data storage compression.

Variable Dimensioning

Those subroutines that deal with matrices can oper-
ate on any size array limited, in most cases, only

by the available core storage and numerical analysis
considerations, The subroutines do not contain fixed
maximum dimensions for data arrays named in their
calling sequence. The variable dimension capability
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has been implemented in SSP by using a vector stor-
age approach. Under this approach, each column of
a matrix is immediately followed in storage by the
next column. Vector storage and two-dimensional
storage result in the same layout of data in core, so
long as the number of rows and columns in the ma-
trix are the same as those in the user's dimension
statement. If, however, the matrix is smaller than
the dimensioned area, the two forms of storage are
not compatible.

Consider the layout of data storage when operat-
ing on a 5 by 5 array of numbers in an area dimen-
sioned as 10 by 10. If the programmer has been
using double subscripted variables in the normal
FORTRAN sense, the 25 elements of data will ap-
pear as shown in Figure 1. FORTRAN stores double
subscripted data by column based on the column
length specified in the DIMENSION statement. Thus,
in the example, sequential core locations would con-
tain data elements 1 to 5, five blank locations, data
elements 6 to 10, five blank locations, etc. The
matrix subroutines take a vector approach in storing
arrays by column, which means that they assume the
data is stored as shown in Figure 2.

Column

i 2 3 4 5 6 17 8 9 10

L ¢ an ae @

21 @ (m a» an @

S @ ® a3 18 (29

@ e ae a9 @
Row Z (5) (10) (15) (20) (25)
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9
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Figure 1. Double subscripted data storage
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Figure 2. Vector storage

As has been stated previously, for the case where
the dimensioned area is the same as the matrix size,
the two approaches will have the same data storage
layout and the user can proceed in a regular double
subscripted fashion. If, however, he is operating in
a mode where the dimensioned area is larger than
the arrays and if he wishes to use the SSP subrou-
tines, he must be cerfain that his data is stored in
the vector fashion illustrated by Figure 2. A sub-
routine called ARRAY is available in SSP fo change
from one form of storage to the other. In addition,

a subroutine called LOC is available to assist in
referencing elements in an array stored in the vec-
tor fashion.

Storage Compression

Many subroutines in SSP can operate on compressed
forms of matrices, as well as the normal form.
Using this capability, which is called ''storage
mode", considerable savings in data storage can be
obtained for special forms of large arrays. The
three modes of storage are termed general, sym-
metric, and diagonal. In this context, general mode
is one in which all elements of the matrix are in
storage. Symmetric mode is one in which only the
upper triangular portion of the matrix is retained
columnwise in sequential locations in storage. (The
assumption is made that the corresponding elements
in the lower triangle have the same value.) Diagonal
mode is one in which only the diagonal elements of
the matrix are retained in sequential locations in
storage. (The off-diagonal elements are assumed to
be zero.) This capability has been implemented us-
ing the vector storage approach., To illustrate the
effect of the storage mode capability, refer to Fig-
ure 3. A symmetric matrix is shown in Figure 3A.
If this array is to be manipulated using the SSP ma-
trix subroutines with storage mode capability, then
the array may be stored as shown in Figure 3B.
This is the upper triangular portion of the array and
corresponds to a storage mode code of 1. Symmetric
matrices of order N may be stored in a vector only
N*(N+1)/2 locations rather than N*N locations. For
larger matrices, this will be a saving of almost one
half.

The effect of storage mode when dealing with
diagonal matrices is even more pronounced. Diago-
nal matrices of order N may be stored in a vector
only N locations long. Figure 3C shows a 3 by 3
diagonal matrix. If this array is to be manipulated
using the SSP matrix subroutines with storage mode
capability, then only the diagonal elements of the
array need be stored. This is shown in Figure 3D
and corresponds to a storage mode code of 2.

General matrices of order N by M require a vec-
tor N*M long and use a storage mode code of 0.

&
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Figure 3. Storage mode

Thus, if the programmer wishes to use SSP subrou-
tines on matrix A, which is general, matrix B,
which is symmetric, and matrix C, which is diago-
nal, and all matrices are 10 by 10 or smaller, the
dimension statement in his program could be:

DIMENSION A(100), B(55), C(10)

Matrix Element References

Subroutine LOC in the Scientific Subroutine Package
may be used to reference elements within a matrix
that is stored in a vector fashion and may involve
storage mode compression. The calling sequence
for L.OC is:

CALL 1OC (1, J, IJ, N, M, MS)

The capabilities of subroutine LOC are as follows:

If reference is required to the element at row I and
column J of matrix A whose dimensions are N by M
and if the storage mode code is MS, then a CALL to
the LOC subroutine as shown above will result in the

computation of the subscript IJ such that A(LJ) is the
desired element. The parameters represented by 1,
d, N, M, MS can either be integer variables or inte-
ger constants, The parameter represented by IJ is
an integer variable. Note that the user must dimen-
sion the array A as a single subscripted variable to
meet the restrictions of some FORTRAN systems.
To illustrate the use of LOC: If reference is re-
quired to the element at row 2, column 2 of the 3 by
3 symmetric matrix illustrated in Figure 3A and
stored as shown in Figure 3B (storage mode code 1),
the sequence might be:

CALL LOC (2, 2, 1J, 3, 3, 1)

The value of 1IJ computed by LOC would be 3; mean-
ing that the proper element is the third element in
the specially stored symmetric matrix (Figure 3B).
If the storage mode code is for a symmetric matrix
where only the upper triangular portion is retained
in storage and if I and J refer to an element in the
lower triangular portion, IJ will contain the sub-
script for the corresponding element in the retained
upper triangle, Thus if the user wanted the element
in row 3, column 1 of the matrix shown in Figure 3A
and the array was stored as in Figure 3B, the state-
ment:

CALL LOC (3, 1, 17, 3, 3, 1)

would result in IJ having the value of 4; that is, the
fourth element in Figure 3B. If a matrix is stored
as shown in Figure 3D (storage mode 2) and LOC is
used to compute the subscript for an off -diagonal
element (I not equal to J), the result in IJ will be
zero., This is due to the fact that the element does
not exist in storage. In this situation, the user must
not utilize IJ as a subscript. Following is an illus-
tration of how to take care of this condition and also
handle the case where the current storage mode is
unknown.

If the user wishes to set a variable X equal to the
element in the third row and fourth column of a 10 by
10 array named A for either a symmetric, diagonal,
or general matrix, the required program can be
implemented for any storage mode MS as follows:

CALL LOC (3, 4, 1J, 10, 10, MS)
X = 0.0
IF(L3)20, 30, 20

20 X = A(IJ)

Overall Rules of Usage 5



MS is assumed to have been set at 0, 1, or 2 at
some earlier point in the program. This sequence
would then set the proper value for X given any
storage mode that might be encountered. The sec-
ond and third statements take care of the off-diagonal
condition for a matrix with a storage mode of 2.

As a special case, LOC can be used to compute
the total length of an array in storage with a state-
ment such as:

CALL LOC (N, M, 1J, N, M, MS)

For example, if the user has a 3 by 3 matrix whose
storage mode is 1 (Figure 3B), the statement:

CALL LOC (3, 3, 1J, 3, 3, 1)

will result in IJ being set to 6. This is not only the
proper subscript to reference element 3, 3 but is
also the actual length of the vector in storage.

The information contained in the fifth parameter
(number of columns) in the calling sequence for LOC
is not actually used in the calculations performed by
LOC. It has been included in the calling sequence
in case the user wishes to expand L.OC to cover
other forms of data storage.

¢
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PROGRAM MODIFICATION

OPTIMIZATION OF TIME

The subroutines in SSP are designed to conserve
storage. If the user wishes to exchange space for
time, there are several ways in which SSP may be
modified to effect this end. For example, many of
the subroutines in SSP make use of LOC subroutine
to handle vector storage and storage mode referenc-
ing. The execution time of these subroutines can be
substantially reduced by implementing LOC in As~
sembler Language, (The distributed version of

LOC is implemented in FORTRAN.) Another ap-
proach is to incorporate the function of LOC within
each subroutine and thus avoid the "setup' costs of
repeated calls to LOC. This has the effect of reduc-
ing execution time but at some cost in subroutine
storage and in the ease with which other modes of
storage such as triangular matrix storage or stor-
age by row rather than by column can be imple-
mented. Figure 4 shows how matrix addition and
the LOC capabilities can be implemented within the
same subroutine,

In the mathematical area, the user may find it
desirable to implement entirely different algorithms
for integration. The use of techniques that auto-
matically adjust the integration interval depending
on the rate of change of the function will often have
the effect of reducing total execution time.

EXTENDED PRECISION

The accuracy of the computations in many of the
SSP subroutines is highly dependent upon the num-
ber of significant digits available for arithmetic
operations, Maftrix inversion, integration, and
many of the statistical subroutines fall into this
category. All of the subroutines will compile cor-
rectly for extended precision by placing the *EX-
TENDED PRECISION control card at the appropriate
place in the deck. Note that 1130 FORTRAN does
not allow the intermixing of regular and extended
precision in the same program.

SUBROGUTINE MALCX{B5BeRyNeMeMSA,¥58)
DIMENSION AlLl)4B{1)oR(1)

4
(4 TEST FCR SAME STORAGE MCDE
4
IF{HSA-MSB) 3051Cs30
[+
[ COMPUTE VECTOR LENGTH
4
10 ND=N=M
IFIRSA-1) 24,22,23
22 ND=(ND+N)/2
€0 TC 24

23 ND=N

ACD MATRICES CF SAME STORAGE MODE

aoo

24 CO 25 I=1,NC
25 R{I)=AL1)+B(1}
RETURN

GET STORAGE MCDE CF GUTPUT MATRIX

[2XaXa}

3

o

MTEST=MSA#KSB
HSR=0

IFIMTESY} 35,35,32
32 PSR=1

35 DO 60 J=1,M

CO 60 I=1.N

LGCATE ELEMENT IN QUTPUT BATRIX

oo

KX==1

¥S=MSR

60 TC 65
40 1JR=IR

LCCATE ELEMENT IN MATRIX &

[aXa Xl

KX=0

MS=MSA

GO TO 65
45 1Ja=1R

AEL=0,0

IFIIJA) 4€+48,46
46 AEL=A{1JA}

LOCATE ELEMENT IN MATRIX B

[aXa¥a

48 KX=1

MS=MSB

€0 TC 6%
5C IJB=IR

BEL=0,0

IFI{IJB) 55460+55
55 BEL=B{IJE)}

AED MATRICES €F CIFFERENT STCRAGE MCDES

Ao

€0 R{IJR)=AEL4BEL
RETURN

con

IN LINC LOC

65 1FIFS-1) 70,75,9¢C
70 IR=Ne{y-1)+1
GE TC 95
75 IF(I-J) 20,85,85
20 IR=14{Je3-4)/2
60 TG 95
IR=J+(I0-1)/2
G0 TC 95
90 IR=0
IFLI~J) 95,92,95
92 IR=I
95 IFIKX) 40,45,50
ENC

"

Figure 4. Inline LOC
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FORMAT OF THE DOCUMENTATION

The major portion of this manual consists of the
documentation for the individual subroutines and the
sample programs.

SUBROUTINE DESCRIPTIONS

A guide to the subroutines, designed to aid in locat-
ing any particular subroutine, is given in the pages
that follow. Each of the subroutine descriptions
contains a program listing and, in some cases, a
mathematical description. I there are restrictions
on the ranges of values that the parameters may
take, these are included under the remarks section
of each subroutine description. References to books
and periodicals will be found under the method sec-
tion of the description. The mathematical descrip-
tion pages do not, in most cases, indicate the
derivation of the mathematics. They are intended to
indicate what mathematical operations are actually
being performed in the subroutines. Some of the
major statistical functions are performed by a se-
quence of SSP subroutines. An abstract describing
this sequence will be found just before the descrip-
tion of the first subroutine that is specific to this
function.

SAMPLE PROGRAM DESCRIPTIONS

The sample program listings are given in Appendix
D. They are immediately preceded by a guide to
aid in locating the sample program calling a particu-
lar SSP subroutine or (where applicable) typical
user-written subroutine. Each sample program
consists of a detailed description including informa-
tion on the problem, the program, input, output,
program modification, operating instructions, error
messages, and machine listings of the programs,
input data and output results. Timings for these
programs is given in Appendix C. The sample pro-
grams have been chosen to (1) illustrate a sequence
of SSP subroutines, (2) illustrate the use of a com-
plex subroutine, or (3) show the way in which one
member of a large set of related subroutines might
be used.

As part of the development of the sample pro-
grams, some special sample subroutines have been

implemented that may prove useful to the program-
mer. These include:

HIST - Print a histogram of frequencies

MATIN - Read an input matrix into storage in
vector form for use by SSP matrix sub-
routines

PLOT - Plot several variables versus a base
variable

MXOUT =~ Print a matrix stored m the SSP vector
format

Listings of the above subroutines are included in the
sample program documentation in this manual.

“The sample programs all require 8K words of
core for execution and several of them require (in
addition) the overlay capabilities of the Disk Monitor.

MACHINE CONFIGURATION

The machine configuration necessary to run SSP/1130
is dependent upon the use that is to be made of the
package. All of the subroutines are I/O free, com-
pile to less than 1500 words of core, and are, there-
fore, configuration independent. However, many of
the routines are intended to be used in conjunction
with other subroutines or to solve problems using
large arrays of data, For this reason, many of the
subroutines are not useful with less than 8K words

of core.

The following items should be taken into consider-
ation when deciding upon the applicability of this
package to a particular machine configuration:

1. The size of problem which may be executed on
a given 1130 depends upon the number of subroutines
used, the size of the compiled subroutines, the size
of the compiled main program, the size of the con-
trol program, and the data storage requirements.

2. SSP/1130 programs will be distributed in card
form only.

3. Several of the sample problems require 8K
words of core and the use of the Disk Monitor, and
the remaining sample problems require 8K words of
core.

It is possible to estimate program sizes by using
the manual Core Requirements for 1130 FORTRAN
(C20-1641) in conjunction with the core size listing
found in Appendix A.




GUIDE TO SUBROUTINES

STATISTICS
Data Screening
TALLY--totals, means, standard
deviations, minimums, and

maximums

BOUND--selection of observations within
bounds

SUBST --subset selection from observation
matrix

ABSNT --detection of missing data
TAB1--tabulation of data (1 variable)
TAB2--tabulation of data (2 variables)
SUBMX--build subset matrix

Elementary Statistics

MOMEN--first four moments
TTSTT--tests on population means
Correlation

CORRE--means, standard deviations, and
correlations

Multiple Linear Regression

ORDER--rearrangement of inter-
correlations

MULTR--multiple regression and
correlation

Polynomial Regression

GDATA--data generation

Canonical Correlation

CANOR--canonical correlation

NROOT --eigenvalues and eigenvectors of
a special nonsymmetric matrix

Page

13

14

16

16

18

20

20

21

23

25

26

28

30

32

Analysis of Variance

AVDAT --data storage allocation
AVCAL--Z and A operation
MEANQ--mean square operation

Discriminant Analysis

DMATX--means and dispersion matrix
DISCR--discriminant functions

Factor Analysis

TRACE--cumulative percentage of
eigenvalues

LOAD--factor loading
VARMX--varimax rotation
Time Series
AUTO--autocovariances
CROSS--crosscovariances

SMO--application of filter coefficients
(weights)

EXSMO-~triple exponential smoothing

Nonparametric Statistics

CHISQ-- xz test for a contingency table
UTEST--Mann-Whitney U-test

TWOAV--Friedman two-way analysis of
variance

QTEST --Cochran Q-test
SRANK--Spearman rank correlation
KRANK--Kendall rank correlation

WTEST--Kendall coefficient of
concordance

Page

34
35

36

38

39

41

42

43

46
47

48

49

50

52

54
55
56

58
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RANK--rank observations

TIE--calculation of ties in ranked
observations

Page
59

59

Random Number Generators

RANDU--uniform random numbers

GAUSS~-normal random numbers

Page

60

60



Page Page

MATHEMATICS OPERATIONS CINT --interchange two columns 74
Special Matrix Operations RSUM--sum the rows of a matrix 74

MINV--matrix inversion 61
CSUM--sum the columns of a matrix 75

EIGEN --eigenvalues and eigenvectors of a 62
real, symmetric matrix RTAB--tabulate the rows of a matrix 75
Matrices CTAB--tabulate the columns of a matrix 76
GMADD--add two general matrices 64 RSRT--sort matrix rows 77
GMSUB--subtract two general mairices 64 CSRT--sort matrix columns 78
GMPRD--product of two general matrices 65 RCUT --partition row-wise 79
GMTRA--transpose of a general matrix 65 CCUT --partition column-wise 79
GTPRD--transpose product of two general 66 RTIE--adjoin two matrices row-wise 80

matrices

CTIE--adjoin two matrices column-wise 80

MADD--add two matrices 66
MCPY --matrix copy 81

MSUB--subtract two matrices 67
XCPY -—copy submatrix from given matrix 81

MPRD--matrix product (row into column) 67
RCPY-~copy row of matrix into vector 82

MTRA --transpose a matrix 68
CCPY-~copy column of matrix into vector 82

TPRD--transpose product 68
DCPY--copy diagonal of matrix into vector 83

MATA --transpose product of matrix by 69
itself SCLA--matrix clear and add scalr 83
SADD--add scalr to matrix 69 DCLA--replace diagonal with scalr 84
SSUB--subtract scalr from a matrix 70 MSTR--storage conversion 84
SMPY --matrix multiplied by a scalr 70 MFUN--matrix transformation by a 85

function

SDIV--matrix divided by a scalr 71
RECP--reciprocal function for MFUN 85

RADD--add row of one matrix to row of 71
another matrix LOC--location in compressed-stored 86

matrix

CADD--add column of one matrix to col- 72

umn of another matrix ARRAY--vector storage-double dimen- 86
sioned storage conversion
SRMA ~-scalr multiply row and add to 72 Integration and Differentiation

another row
QSF--integral of equidistantly tabulated

SCMA --scalr multiply column and add to 73 function by Simpson's Rule 87
another column QATR--integral of given function by
trapezoidal rule using Romberg's 88
RINT -~interchange two rows 73 extrapolation method

Guide to Subroutines 11



Ordinary Differential Equations

RK1--integral of first-order differential
equation by Runge-Kutta method

RK2--tabulated integral of first-order
differential equation by Runge-Kutta
method

RKGS--solution of a system of first-order
differential equations with given
initial values by the Runge-Kutta
method

Fourier Analysis

FORIF --Fourier analysis of a given func-
tion

FORIT --Fourier analysis of a tabulated
function

Special Operations and Functions

GAMMA --gamma function
LEP--Legendre polynomial

BESJr-J Bessel function

BESY--Y Bessel function

BESI--I Bessel function

BESK—FK Bessel function

CEL1--elliptic integral of the first kind
CEL2--elliptic integral of the second kind
EXPI--exponential integral

SICI--sine cosine integral

CS--Fresnel integrals

Linear Equations

SIMQ--solution of simultaneous linear,
algebraic equations

12
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99
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104
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112
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Nonlinear Equations

RTWI--refine estimate of root by
Wegstein's iferation

RTMI--determine root within a range by
Mueller's iteration

RTNI--refine estimate of root by
Newton's iteration

Roots of Polynomial

POLRT-~real and complex roots of a real
polynomial

Polynomial Operations

PADD--add two polynomials

PADDM--multiply polynomial by constant
and add to another polynomial

PCLA--replace one polynomial by another

PSUB--subtract one polynomial from
another

PMPY --multiply two polynomials
PDIV-~divide one polynomial by another

PQSD--quadratic synthetic division of a
polynomial

PVAL--value of a polynomial

PVSUB--substitute variable of polynomial
by another polynomial

PCLD--complete linear synthetic division

PILD--evaluate polynomial and its first
derivative

PDER--derivative of a polynomial
PINT --integral of a polynomial

PGCD-~-greatest common divisor of two
polynomials

PNORM--normalize coefficient vector of
polynomial
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SUBROUTINE LISTINGS AND WRITEUPS

The following pages give the subroutine listings. NO -
Wherever necessary, additional explanatory matter NV -
on the routine, or a discussion of the underlying

mathematics has been included.

Number of observations.
Number of variables for each obser-
vation.

Remarks:
Statistics - Data Screening None.
TALLY Subroutines and function subprograms required:
None.
Purpose:
Calculate total, mean, standard deviation, mini- Method:
mum, maximum for each varijable in a set (or a All observations corresponding to a non-zero
subset) of observations. element in S vector are analyzed for each vari-
able in matrix A, Totals are accumulated and
Usage: minimum and maximum values are found. Fol-
CALL TALLY(A, 8, TOTAL,AVER, SD, VMIN, lowing this, means and standard deviations are
VMAX, NO,NV) calculated. The divisor for standard deviation
is one less than the number of observations
Description of parameters: used.
A - Observation matrix, NO by NV
] - Input vector indicating subset of A,
Only those observations with a non- T iy Ty b
zZero S(J) are COnSidered. VeCtOI' c 00 liLi:‘:':tvll’N" VECTORS AND INITIALIZE VMIN,VMAX ;:tt: 2
. TOTAL{K)=O, T 5
length is NO. St Ly
. SOI(K)=0.0 TALLY 7
TOTAL - Output vector of total's of each vari- | VAInK) =103 Ay
able. Vector length is NV. C ontEST suBsET veCTOR ALy e
AVER - Output vector of averages of each Tei-na Tatlv 15
. . IFESUINE 247,2 TALLY 1&
variable. Vector length is NV, ? SCNTSSCAT+L.D TaLLY 15
. . c CALCULATE TOTAL, MINIMA, MAXIMA TALLY 14
SD - Output vector of standard deviations 00 & L=lonv ALy 17
of each variable. Vector length is , AN Tattv 7o
VHMIN(I}=AT1J)
NV. . IH::lu-vn:xun 6,605 ::tt; ;;
. . 5 VMAX{I}=A{LS) TALLY 23
VMIN - Output vector of minima of each & SOUII=SOETIeALIIl eALL) TaLLY 2
Variab].e VectOI‘ 1ength iS NV 4 o0 gAI'.CIlIL:;E MEANS ANO STANDARD DEVIATEONS TALLY ib
. . al, TALLY 27
VMAX - Output vector of maxima of each 8 2;5:::;;;9::;‘5::gzivz-muuntvmnun/scun/(scnr-l.onl TALLY 29

RETURN

variable, Vector length is NV. EnD

TALLY 30
TALLY 31

Statistics — Data Screening 13



BOUND

Purpose:

Select from a set (or a subset) of observations
the number of observations under, between and
over two given bounds for each variable.

Usage:

CALL BOUND (A, S, BLO, BHI, UNDER, BETW,
OVER, NO, NV)

Description of parameters:

A -
S -

BLO -

BHI -

UNDER

BETW

OVER -

14

Observation matrix, NO by NV
Vector indicating subset of A, Only
those observations with a non-zero
S(J) are considered. Vector length
is NO.

Input vector of lower bounds on all
variables. Vector length is NV,
Input vector of upper bounds on all
variables. Vector length is NV,
Output vector indicating, for each
variable, number of observations
under lower bounds. Vector length
is NV.

Output vector indicating, for each
variable, number of observations
equal to or between lower and upper
bounds. Vector length is NV,
Output vector indicating, for each
variable, number of observations
over upper bounds. Vector length
is NV,

NO - Number of observations
NV - Number of variables for each obser-
vation
Remarks:
None.

Subroutines and function subprograms required:
None.

Method:
Each row (observation) of matrix A with corre-
sponding non-zero element in S vector is tested.
Observations are compared with specified lower
and upper variable bounds and a count is kept in
vectors under, between, and over.

SUBROUTINE BOUND{ Ay SyBLOyBHI ¢UNDER yBETH (OVERs NOoNV) ROUND

1

DIMENSION Af1)¢S(1)¢BLOCY) 4BHECLTUNDERCLDVBETWIL},OVERTY) 8OUND 2

[4 CLEAR DUTPUT VECTORS. BOUND 3
00 1 K=1,NV BOUND &
UNDER{K)=0.0 ROUND S
BETWIK)I=0.0 BOUND 5

1 OVER{K]=0.0 BOUND T

c TESY SUBSEY VECTUR BROUND 8
N0 8 J=14ND BOUND 9
1J=J-NO AQUND 10
IF(SEIN) 24842 AOUND 11

c COMPARE DBSERVATIONS WITH ROUNDS BOUND 12
2 D0 7 IsI4NV BAUND 13

1= [J+NO BOUND 14
TF{ATTJ)-BLOCITY 54343 BOUND 15

3 IF{ALEJ)}-BHICID) 4,446 ATUND 16

[4 COUNT BOUND 17
@ BETW(I)aBETW(I)¢1 .0 BNUND 18

Go YO 7 BOUND 19

5 UNDERT [)=UNDER{[}+1.0 BOUND 20

6o 10 7 RRUND 21

6 OVER(I1=OVERI[}+1.0 BOUND 22

T CONTINUE AOUND 23

8 CONTINUVE BOUND 24
RETURN ROUND 25

END BOUND 26

(4]
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SUBST

Purpose:
Derive a subset vector indicating which observa-
tions in a set have satisfied certain conditions on
the variables.

Usage:
CALL SUBST (A,C,R, B, S,NO,NV,NC)
Parameter B must be defined by an external
statement in the calling program.

Description of parameters:

A - Observation matrix, NO by NV

C -~ Input matrix, 3 by NC, of conditions to be
considered. The first element of each
column of C represents the number of the
variable (column of the matrix A) to be
tested, the second element of each column
is a relational code as follows:

1. for less than
2. for less than or equal to
3. for equal to
4. for not equal to
5. for greater than or equal fo
6. for greater than
The third element of each column is a
quantity to be used for comparison with
the observation values. For example, the
following column in C:
2.
5,
92.5
causes the second variable to be tested
for greater than or equal to 92.5.
R - Working vector used to store intermediate
results of above tests on a single observa-
tion. ¥ condition is satisfied, R(I) is set
to 1. X it is not, R(I) is set to 0. Vector
length is NC.
B - Name of subroutine to be supplied by the
user. It consists of a Boolean expression
linking the intermediate values stored in
vector R. The Boolean operators are
v%1 for tand', '+' for 'or'. Example:
SUBROUTINE BOOL R, T)
DIMENSION R(3)
T=R(1)*R(2)+R(3))
RETURN
END

The above expression is tested for
R(1). AND. (R(2). OR.R(3))

S -

Output vector indicating, for each obser-
vation, whether or not proposition B is

satisfied. If it is, S() is non-zero. X it
is not, S(I) is zero. Vector length is NO.

NO - Number of observations.
NV - Number of variables.
NC - Number of basic conditions to be satisfied,

Subroutines and function subprograms required:

B

Method:
The

The name of actual subroutine supplied by
the user may be different (e.g., BOOL),
but subroutine SUBST always calls it as B,
In order for subroutine SUBST to do this,
the name of the user-supplied subroutine
must be defined by an EXTERNAL state-
ment in the calling program. The name
must also be listed in the "CALL SUBST"
statement. (See usage above.)

following is done for each observation.

Condition matrix is analyzed to determine which

vari

ables are to be examined. Intermediate

vector R is formed. The Boolean expression
(in subroutine B) is then evaluated to derive the
element in subset vector S corresponding to the

observation.
SUBROUTINE SUBSTCA.CoRyBoSeNOeNV(NC) suBstT 1
DIMENSTON AL1),Cl10RILD,501) SURST 2
B0 9 I=1,NO sSuBsST 13
1Q=1-NO SuUBST &
K2=2 SURST 5
Dt 8 J=lyNC SuURST &
[4 CLEAR R VECTOR syBst 7
R(J1=0.0 SUBST @&
[4 LOCATE ELEMEYT IN OBSERVATION MATRIX AND RELATIONAL CODE SUAST 9
KaK+3 sussT 11
12=CtK} SuBST 11
TA=]Qel12oND SuBsST 12
160=CiK+1) SUAST 13
C FORM R VECTOR SUBSYT 14
Q=A{lA)-CixKe2) SURST 15
GO TO(Le2034495,5},1GD SUBST 16

1 IF(Q) T¢B,8 suast 17

2 1FLQ)
3 IFtY)
4 IF(Q)

~

SUBSY 18
SUBSY 19

oTe
o1
e 8y SuUBST 20

~®®

5 IF(Q) 84747 SUBST 21
& TFLQ} 84847 SUBST 22

T RtJ¥al,

0 SUBST 23

8 CONTINUE SURSY 24
c CALCULATE S VECTAR SUBST 25
9 CALL BUR,S(IV} SUBST 26

RETURN
END

SURST 27
SUBST 24

Statistics — Data Screening 15



ABSNT

Purpose:
Test missing or zero values for each observa-
tion in matrix A,

Usage:
CALL ABSNT (A, S,NO,NV)

Description of parameters:
A - Observation matrix, NO by NV.
S ~ Output vector of length NO indicating the
following codes for each observation;
1 There is not a missing or zero
value.,
0 At least one value is missing or
Zero.
NO - Number of observations,
NV - Number of variables for each observa-
tion.

Remarks:
None.

Subroutines and function subprograms required:
None.

Method:
A test is made for each row (observation) of the
matrix A. If there is not a missing or zero
value, 1 is placed in S(J). If at least one value
is missing or zero, 0 is placed in S(J).

SUHRDUTENT ABRSNTL &, 5, NNV ABSNTY
WIMENSTUN ALL1D,SIEL) AASNT
DN 20 J=1,N) ABSNT
14=4=N1 AHSNT
5¢1=1.0 ABSNY
o0 1D I=1,NV ABSAT
Ta=19450 ARSNT,

FRC R ey

TFLATTS)) 10,5,1) ABSNT
5 S(yran ARSNT
6N T 20 ARSNT 17
10 CONFINUE ARSNT 11
20 CONT INuF ABSNT 12
RF THRN ABSNT 13
END ABRSNT 14

16

TAB1

This subroutine tabulates for a selected variable in
an observation matrix, the frequencies and percent
frequencies over class intervals. Interval size is
computed as follows:

UBOg - UBO1
ke ——/——— (1)
UBO, - 2
2
where U'BO1 = given lower bound
UBO2 = given number of intervals
UBO3 = given upper bound

If UBOl = UBOg, the subroutine finds and uses the
minimum and maximum values of the variable.

A table lookup is used to obtain the frequency
of the i-th class interval for the variable, where
i=1, 2, ..., UBOZ. Then, each frequency is
divided by the number of observations, n, to obtain
the percent frequency:

100F,
i

P, =— )

In addition, the following statistics are calculated
for the variable:

n
Total: T = 2 X, @)
. ij
i=1
where j = selected variable
Mean: X =-;f— (4)

Standard deviation:

X2 (
J\i

n-

n
2
2 Xij) %a )

1

-y

m 0"

Subroutine TAB1

Purpose:
Tabulate for one variable in an observation ma-
trix (or a matrix subset), the frequency and
percent frequency over given class intervals,
In addition, calculate for the same variable the
total, average, standard deviation, minimum,
and maximum.



*»

CALL TAB1 (A, S, NOVAR, UBO, FREQ, PCT,

Description of parameters:

Observation matrix, NO by NV.
Input vector giving subset of A,
Only those observations with a cor-
responding non-zero S(J) are consid-
ered. Vector length is NO, .

The variable to be tabulated.

Input vector giving lower limit,
number of intervals and upper limit
of variable to be tabulated in UBO(1),
UBO(2) and UBO(3) respectively. If
lower limit is equal to upper limit,
the program uses the minimum and
maximum values of the variable,
Number of intervals, UBO(2), must
include two cells for values under
and above limits. Vector length

is 3.

Output vector of frequencies. Vec-
tor length is UBO(2).

Output vector of relative frequen-
cies. Vector length is UBO(2).
Output vector of summary statistics,
i.e., total, average, standard devi-
ation, minimum and maximum.,
Vector length is 5.

Number of observations.

Number of variables for each ob-
servation.

Usage:
STATS, NO,NV)
A -
S -
NOVAR -
UBO -
FREQ -
PCT -
STATS -~
NO -
NV -

Remarks:
None.

Subroutines and function subprograms required:

None,

Method:
The interval size is calculated from the given
information or optionally from the minimum

and maximum values for variable NOVAR, The
frequencies and percent frequencies are then
calculated along with summary statistics. The
divisor for standard deviation is one less than

10
15
20
25
30

3

w

4

=

45

50

5

w

6

-3

65
10
75

80

a

w

9

o

95
100

the number of observations used.

SUBROUT INE TABL(A»SsNOVAR »UBOSFREGIPCTsSTATSSINOWNY)
DIMENSION A(1)sS511),UB0(31+FREGIL)sPCTI1)1STATSIS)
DIMENSION wBO(3)
DO 5 I=1,3
WAOIT1=URO( )
CALCULATE MIN AND MAX
VMIN=1,0E38
VMAX==140E38
1JeNO% (NOVAR=1)
00 30 Jml,NO
1JelJ+l
IFIS(J)) 1030010
IF(A(1J)=VMIN) 15920520
VMINEA(T YD)
IFLA(1J)=VMAX) 30430423
VMAX=A(TJ)
CONT [NUE
STATS4)=VMIN
STATS(5)syMAX
DETERMINE LIMITS
IF{UBO(1)=UBOI3)) 40+35440
UBO{1)ayMIN
UBO{3)aVMAX
INN=URO(2)
CLEAR QUTPUT AREAS
DO 45 IslyINN
FREQ(}e040
PCTI11=0.0
DO 50 I=1,3
STATS(11=040
CALCULATE INTERVAL SI1ZE
SINT=ABS((UBO(3)1=UBG(1))/(UBO(2)=240))
TEST SUBSET VECTOR
S5CNTe040
1J"NO* (NOVAR=1)
BC 75 JslWNO

1Jelgel
IFIS(JY) 55475455
SCNT=SCNT+1e0

DEVELOP TOTAL AND FREQUENCIES
STATS{1)=STATS(1I+AlId)
STATS(3)=STATS(31+A(ISI#ALLS)
TEMPaUBO(1)=SINT
INTXaINN=1
00 60 I=1sINTX
TEMP=TEMP+SINT
IF(ALTJ)=TEMP) T0+60480
CONT INUE
IFLA(IJ)=TEMP) 75465465
FREG(INN)=FREG(INN) +1+0
GO TO 7%

FRFQ(I)=FREQ(I1+140
CONTINUE

CALCULATE RELATIVE FREQUENCIES
00 B0 I=1sINN
PCTITI=FREQIII#100.0/5CNT

CALCULATE MEAN AND STANDARD DEVIATION
IF(SCNT=1,0) B5,85.,90
STATS(2)=0.0
STATS(3)=0.0
GO TO 95
STATS(2)STATS(1) /SCNT

STATS(3)aSORT(ABS(({STATS(3}=STATS(1}#STATS(1)/SCNT}/(SCNT=14011)

0O 100 fels3
UBDI(TI)=WBO(])
RETURN

END

Statistics — Data Screening 17



TAB2

This subroutine performs a two-way classification of
the frequency, percent frequency, and other statis-
tics over given class intervals, for two selected
variables in an observation matrix.

Interval size for each variable is computed as
follows:

UBO,,. - UBO,.
k, = 3] 1] )
) UBOZj -2
where U'BO1j = given lower bound
U‘BOZj = given number of intervals
UBO3J. = given upper bound
j=1,2

If UBO,; = UBOg;, the subroutine finds and uses the
minimum and maximum values of the jth variable.

A frequency tabulation is then made for each pair
of observations in.a two-way table as shown in
Figure 5.

Symbols 2 and < in Figure 5 indicate that a count
is classified into a particular interval if the data
point is greater than or equal to the lower limit of
that -interval but less than the upper limit of the
same interval,

Then, each entry in the frequency matrix, Fy;, is
divided by the number of observations, N, to obfain
the percent frequency:

100,
Py

@)

where i 1, 2, ..., UBO21

i=1 2, ..., UBO22
As data are classified into the frequency matrix, the
following intermediate results are accumulated for
each class interval of both variables:

1, Number of data points, n

n
2. Sum of data points, X,
i=1
n
. 2
3. Sum of data points squared, Y, X
i=1

From these, the following statistics are calculated
for each class interval:

18

X,
i

Mse

Mean: }_(=11

@

slH

Standard deviation:

(5 5) 7%

[

s = i=1 = @)

Frequency matrix

Fi3 | Fao
lower <
bound
Fo1
b4
2
§ <
]
>
i3
o
upper
bound 2
AN
< S < >
lower upper
bound bound

Second variable

Figure 5. Fréquency matrix

Subroutine TAB2

Purpose:
Perform a two-way classification for two vari-
ables in an observation matrix (or a matrix sub-
set) of the frequency, percent frequency, and
other statistics over given class infervals.

Usage:
CALL TAB2 (A, S,NOV,UBO, FREQ, PCT,
STAT1,STAT2,NO,NV)

Description of parameters

A - Observation matrix, NO by NV

S - Input vector giving subset of A.
Only those observations with a cor-
responding non-zero S(J) are con-
sidered. Vector length is NO.

NOV - Variables to be cross-tabulated.
NOV(1) is variable 1, NOV(2) is
variable 2. Vector length is 2.



S

UBO

FREQ

PCT

STAT1

STAT2
NO
NV

Remarks:
None.

- 3 by 2 matrix giving lower limit,
number of intervals, and upper
limit of both variables to be tabu-
lated (first column for variable 1,
second column for variable 2)., If
lower limit is equal to upper limit
for variable 1, the program uses the
minimum and maximum values on
each variable. Number of intervals
must include two cells for under and
above limits.

- Output matrix of frequencies in the
two-way classification, Order of
matrix is INT1 by INT2, where INT1
is the number of intervals of vari-
able 1 and INT2 is the number of in-
tervals of variable 2. INT1 and
INT2 must be specified in the second
position of respective column of UBO
matrix,

- Output matrix of percent frequen-

cies, same order as FREQ.

Output matrix summarizing totals,

means, and standard deviations for

each class interval of variable 1,

Order of matrix is 3 by INT1,

Same as STAT1 but over variable 2,

Order of matrix is 3 by INT2.

- Number of observations.

~ Number of variables for each obser-
vation.

Subroutines and function subprograms required:

None.

Method:

Interval sizes for both variables are calculated

from the given information or optionally from
the minimum and maximum values.

The fre-

quency and percent frequency matrices are
developed. Matrices STAT1 and STAT2 sum-
marizing totals, means, and standard deviations
are then calculated, The divisor for standard
deviation is one less than the number of obser-
vations used in each class interval,

w
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»
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3

130
133
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SUBROUTINE TAB2(AsSsNOVsUIOIFREQsPCTsSTATLSTAT24NOINV)
DIMENSION A(1)+S013eNOVI2)sUBOI342)sFREQIL1I&PCTLL)WSTATI(2
1STAT2{2)+SINT(2}
DIMENSION WBOI(3,2)
00 5 1=1,3
00 % J=1,2
WRO(I+J)=UBOLTsJ}

DETERMINE LIMITS
DO 40 I=1,2
IF{UBOI1e1)~UBO(3+1))40010440
VMIN=1,0F38
VMAX=~1,0E38
1J=NO*(NOV{I)=1)
DO 35 J=1sNO
14w141
IFISIAI} 15435415
IFLALTIJ)=VMIN) 20925925
VMIN=ALTJ)
IFLACTII)=VMAX) 35335430
VMAXaALTS)
CONT INVE
UBO{1sl}avMIN
DLIETIREILT S

CONT INUE

CALCULATE INTERVAL Slzc
DO 50 1=1.2
SINT(1)aABS((UBOI3+1)=UBO(1+1))/{UBOI2+1)=240))

CLEAR OUTPUT AREAS
INT1=UBO(2+1)
INT2=UR0(242)
INTT=INT1#INT2
DO 5% 1al,INTT
FREQ(I)=040
PCT{1i=0.0
INTY=3#INT]

DO 60 I=1,INTY
STATI(l)=0.0
INTZ=3#INT2
DO 65 t=1,INTZ
STAT2(1)»0.0

TEST SUBSET VECTOR
SCNT=0.0
INTY=INT1=)

INTX=INT2=]
1J=NO#{NOV(1)=1)
TJX=NO® (NOV(2)~1)
0O 95 Jsl.NO
1Jsty+l

1Jx=1Jx+1
IFLS{J)) 70593470
SCNT=SCNT+140

CALCULATE FREQUENCIES
TEMP1=UBO(1s1}=SINTI1)

0O 7% IYslsINTY
TEMP1=TEMPL+SINT(])
TF{ALTI)=TEMPL) 80+75+78
CONTINUE

IY=INT]

17Ya3u{lY=1}+l
STATL(IYY ) aSTATLCIYYI+A(T1J)
1yy=lyv+l
STATI{IYY)aSTATL{IYY)+1,0
1YYsivys+l
STATI(IYY)eSTATIIIYY)I+A(TIJI*ALT )
TEMP2eURBO (142 )=SINT(2)

0O 85 IXs1#INTX
TEMD2aTEMP2+SINT(2)
IF(A(IUX)=TEMP2) 90585485
CONTINUE

IX=INT2

TJFsINTI®(IX=1)+1Y
FREG(1JF)=FREQ{IJF)I+140
Ixe3#(Ix=1)+1
STAT2(IX}aSTAT2(IX1+ALIJX)
IXnfx+1
STAT2(IX}aSTAT2([X)}+1.0
IXmIx+}
STAT2(IX)mSTAT2(1X)+ALIIX) #ACTIIX)
CONT INUE

CALCULATE PERCENT FREQUENCIES
DO 100 [aleINTT
PCTUII=FREQ{1)#10040/SCNT

CALCULATE TOTALS» MEANSs STANDARD DEVIATIONS
IXYz=]

DO 120 I=1+INT2

IXYa]XY43

1SD=IXY+})
TEMPYsSTATL{IXY)
SUM=STATY (IXY=])
IF({TEMP1=1,0) 1204¢105+110
STATL{ISD)=0.0

GO TO 118

STATI(ISD ) =SORT{ABS({STATLIISD} =SUMSSUM/TFMP]}/ITEMPL1~140)))
STATL(IXY)*SUM/TEMP]
CONTINUE

IXX==]

BO 140 IslsINT2

IXXnlXX#+3

1SD=1XX+1
TEMP2eSTAT2(1XX)
SUM=STAT2 (I1XX=1)
IF{TEMP2=1,0} 140+125+130
STAT2{15D} =040

GO TO 135
STAT2{ISO}=SORT(ABSI(STAT2(1SD)=SUMESUM/TEMP2) /{TEMP2~1,0}}}
STAT2(IxXX)®sSUM/TEMP2
CONTINUE

D0 150 l=1.3

B0 150 J=1+2

uRO (T sJ)=WROL L9 )

RETURN

END

TAB2
TAB2

TAB2
TAB2
TAB2
TAB2
TAB2
TAB2
TAB2
TAB2
TAB2
TAB2
TAB2
TAB2
TAB2

TAB2
TAB2
TAB2 M

TAB2
TAB2
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SUBMX

Purpose:
Based on vector S derived from subroutine
SUBST or ABSNT, this subroutine copies from
a larger matrix of observation data a subset
matrix of those observations which have satis-
fied certain condition, This subroutine is nor-
mally used prior to statistical analyses (e.g.,
multiple regression, factor analysis).

Usage:
CALL SUBMX (A,D, S,NO,NV,N)

Description of parameters:

A - Input matrix of observations, NO by NV.

D - Output matrix of observations, N by NV,

S - Input vector of length NO containing the
codes derived from subroutine SUBST
or ABSNT.

NO - Number of observations.

NV - Number of variables.

N - Output variable containing the number of
non-zero codes in vector S.

Remarks:

Matrix D can be in the same location as niatrix
A.

Subroutines and function subprograms required:
None,

Method:
If S(I) contains a non-zero code, I-th observa-

tion is copied from the input matrix to the output
matrix.

SUHRIIUTINE SURMX (AyDsSyNITsNV,N) SUPMX
UIMENSION ACLY,Dt 13,501 SURMX
L=0 SUBMX
LL=0 SHBMX
DO 20 Js1,NV SURMX
DU 1% T=1,N0 SUBMX
L=l SUR MxX
TRESUIYY 15 15, 10 SUBmX

1C LL=Lie+] SUBMX
OfLLI=ALL) SURMX 179

15 CUNTINUF SURMX 11
2N CONTINUF SUBRMX 12
C COUNT NON-ZFR) COOES [N VFLTIR S SIIBMX 13
N=t SURMX |4
0 T=1,N0 SURMX 15
Irfsciry a0, 30, 25 SUBMX 14&

7% N=N+1 SUBMX |7
30 CONTINUF SURMX 19
RETURN SURMX 19
END SURNMX 20

R

20

Statistics - Elementary

MOMEN

This subroutine computes four moments for grouped
data Fl, Fg, «vo, Fyon equal class intervals. The
number of class intervals is computed as follows:

n = (UBO, - UBO,)/UBO, (1)

where UBO1 = given lower bound

e
w
O
It

given class interval
= given upper bound
and the total frequency as follows:
n

T = 21 F, (2)

I
where Fi = frequency count in i-th interval.

Then, the following are computed:

First Moment (Mean):

n
F, [UBo1 + (i-0.5) UBOZ]

i=1 .

ANS, = T 3

| j~th Moment (Variance):

n *
S F, |UBO, + (i-0.5) UBO, - ANS., |’
a1 1 2 1
i=1

A =

st T
1= 23 35 4

These moments are biased and not corrected for
grouping
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Subroutine MOMEN

Purpose:
To find the first four moments for grouped data
on equal class intervals.

Usage:
CALL MOMEN (F, UBO,NOP, ANS)

Description of Parameters:

F -~ Grouped data (frequencies). Given as a
vector of length (UBO(3)-UBO(1))/
UBO(2)

UBO - 3 cell vector, UBO(1) is lower bound
and UBO(3) upper bound on data.
UBO(2) is class interval. Note that
UBO(3) must be greater than UBO(1).

NOP - Option parameter. K NOP = 1,
ANS(1) = MEAN. If NOP = 2,
ANS(2) = second moment. If NOP = 3,
ANS(3) = third moment. K NOP = 4,
ANS(4) = fourth moment, If NOP = 5,
all four moments are filled in.

ANS - Output vector of length 4 into which
moments are put.

Remarks:
Note that the first moment is not central but the
value of the mean itself. The mean is always
calculated. Moments are biased and not cor-
rected for grouping.

Subroutines and function subprograms required:
None.

Method:
Refer to M. G. Kendall, 'The Advanced Theory
of Statistics', V.1, Hafner Publishing' Company,
1958, Chapter 3.

SUBROUTINE MOMEN [FyUBOsNCPsANS) MOMEN 1
DIMENSION F(1)sUBO(3)+ANSIS) MUMENMO 1

0O 100 i=ls4 MOMEN 3

100 ANS{1)s040 iOMEN &
[ CALCULATE THE NUMBER OF CLASS INTERVALS MUMEN 5
N={UBG(3)=-UBO(111/UBQ{2)+045 MOMENMO2

< CALCULATE TOTAL FREGQUENCY MOMEN 7
¥=0.0 MNMEN 8

0 1158 [=14N MOMEN 3

110 T=T+FL1) MOMFN 11
TE(NOQR=-5) 130, 127, 1IS MOMEN 11

115 NOP=5 MOOMFN 12
120 Jump=1 MOMEN 11
GO 10 150 MOMEN 14

130 JuMp=2 MIMEN 15
FIRST MOMENT MAMFN 14

156 DO 160 [=14N MAMFN {7
fFI=1 MONMEN ]8R

160 ANS(T)=ANSILI+FILI*{UAATLI+{FT-2,5)#UnN(2)) MIMEN 19
ANSTII=ANSEILI/T MOMEN 20

G TN (350,200,250,307,200), NUP MOMEN 21

4 SFCIND MOMENT MOMEN 27
200 00 210 [=L,N MOMFN 23

= MOMEY 24

210 ANS{21=ANSE2)#F (1 1 (UANT1 I+ IFI-D.51SURNI21-ANS (1)} 1882 MOMEN 25
ANS(2)=ANSI21/T MOMFN 28

GU T 1297,350}, Juse MOMFN 27

4 THIRN HOMENT MNMEN 2R
250 DD 240 [=1,N MOMFN 79
Fl=1 MOMEN 30

240 ANSE3)SANSIIN4FTI IS{URNCTI#(FI=D 508 J3T(2)-ANS( LT} *%3 MOMFN 31
ANS[3)=aNS(3)/T MOMFN 32

G T 4300,3500, Jywe MNMEN 33

4 FIURTH MOMENT MOMFN 34
3NN r 315 Is LGN MOMEN 35
Fizt MIMEN 34

310 ARS(4) =ANST4) ¢F (1 16 QUANTI I {FT=T L5 8RR ) ~ANS L} ) s es MOKEN 37
ANS(4)=ANSLI4)/T MOMEN 1R

380 RFFURNY MOMEN 19
e MOMFN 40

TTSTT

This subroutine computes certain t-statistics on the
means of populations under various hypotheses.

The sample means of Ay, Ag, ..., Ayp and By,
Bg, «+s, Byp are normally found by the following
formulas:

NA NB
2N 2.5
= - =1
A== B="18 )

and the corresponding sample variances by:

NB
Y @ -5
2 i=1

BT @

NA 9
2, WA
2 =1

SA"=—Fa -1 *

uand o2 stand respectively for population mean and
variance in the following hypotheses:
Hypothesis: ng = A; A = a given value (Option 1):

Let B = estimate ofu p and set NA =1 (A is stored
in location A).

The subroutine computes:

ANS = B -A, \[ NB (t-statistic) (&)
SB
NDF = NB -1 (degrees of freedom) (4)
Hypothesis: u A= Mg di = «r]z?’ (Option 2):

The subroutine computes:

B-A 1
ANS = . t-statistic 5
Y ) ®)
NA © NB

NDF = NA + NB -2 (degrees of freedom) (6)

2 2
_ [ ®A-1)sA*+ B -1)SB
where § \/ NA + NB - 2 ™

. _ 2 2 s
.Hypothesm. By = Hp (v A e o'B>(Opt1on 3):
The subroutine computes:

ANS =

(t-statistic) (8)
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9 ©)
sa®  sp?
NDF = NA ' NB — "
SA_ SB_) / (NB+1)
NA NA+1) + NB

(degrees of freedom)

Note: The program returns a rounded NDF, not a
truncated NDF.

Hypothesis: 4 4 = up (n0 assumption onaz) (Option 4):

The subroutine computes:

_D—-I NB

ANS = sD

(t-statistic) (10)

(degrees of freedom) (11)

where D= B - A (12)
NB )
2 ®-4-D)
sp =. EL 13
NB - 1 (13)
NA = NB

Subroutine TTSTT

Purpose:

To find certain T -statistics on the means of
populations.

Usage:
CALL TTSTT (A,NA, B,NB,NOP,NDF, ANS)

Description of parameters:

A - Input vector of length NA containing
data.

NA -~ Number of observations in A,

B -~ Input vector of length NB containing

data.
NB - Number of observations in B.
NOP - Options for various hypotheses:
NOP=1--- That population mean of
B = given value A,
(Set NA=1,)
NOP=2--- That population mean of
B = population mean of A,
given that the variance of
B = the variance of A,

22

NOP=3--- That population mean of
B = population mean of A,
given that the variance of
B is not equal to the vari-
ance of A,

NOP=4--- That population mean of
B = population mean of A,
given no information about
variances of A and B.
(Set NA=NB.)

NDF - Output variable containing degrees of
freedom associated with T -statistic
calculated.

ANS - T-statistic for given hypothesis.

Remarks:
NA and NB must be greater than 1, except that
NA=1 in option 1. NA and NB must be the same
in option 4. If NOP is other than 1, 2, 3 or 4,
degrees of freedom and T -statistic will not be
calculated. NDF and ANS will be set to zero.

Subroutines and function subprograms required:
None.

Method:
Refer to Ostle, Bernard, 'Statistics in Research’,
Iowa State College Press, 1954, Chapter 5.

SUBROUTINE TTSTT {A+NA,B.NB,NNP,NOF,ANS) TTSTY

t

OIMENSION A(L),801} Tisyy 2

[ IENITIALTZATION TISTT 3
NDF=0 TISTT &
ANS=0.0 TYSIVT 5

[4 CALCULATE THE MEAN OF A TISTT A
AMFAN=0,0 sty 7

DN 117 I=t,NA TTISTT 8

110 AMEAN=AMEAN®ALL) TISTT 9
FNA=NA TISTT 1D
AMEAN=AMEAN/FNA TYSTT 11

c CALCULATE THE MEAN OF B TISTY 12
115 RMEAN=0.0 TISTT 13
P 125 I=1,N8 TISTT 14

120 BMEAN=BMEAN+BI(I) TTSTT 15
FNB=NR TYSTT 14
AMEAN=3MEAN/FNB TISTIT 17
1FINOP-4) 122, 130, 200 FISTY 18

122 ifFtNUP-1) 200, 135, 125 TISTY 19
4 CALCULATE YHE VAWTIANCE OF A& TFSTT 20
125 5A2=0.N TISTT 21
DO OE3D 1alyNA TISYY 22

130 SA2=SA2¢4{A(1)-AMc AN}**2 TISTT 23
SA2=SA2/{FNA-1.,0} TISTT 24

< CALCULATE THE VARIANCE OF P TISTY 25
135 SR2=0.0 TISTT 24
N0 147 T=1,NB TISTT 27

140 SH2=SH24{B(I)-RMFaN)#42 TISTYT 28
Sh2=S42/{FNB-L.0) YISTT 29

GIE TN {1504160,170), NDP TESTT 31

[4 UPTION L TISTT 31
150 AKS={ [HMEAN-AMEAN ) /SQRT(SAZ)I*SIRT{FNA} TTISTY 32
NNF =NH=1 TISTY 33

Gu Ty 200 TTSTT 34

C neTION 2 TTSTT 35
160 NUF =NA+NH=2 TISTT 36
FNDF = NOF TISTY 37
S=SIRTI(IFNA-1.0) ¢SAZS {FNR=1, ) $SH2}/FNDF) TISTT 3R
ANS=E(BMEAN~AMFAN)/SI® (1. N/SORTI1.0/FNA+LLO0/FNAY) TISTY 39

Gu T 200 TTSTT 40

C JPTION % TISTY &1
L7170 ANS=(AMEAN-AMEAN) /STRTISAP/FNASSH2/FNR) TISTY 42
AL=(SA2 FENASSRD /=N a8 ) TISTT 43
A2=USAZ/ENAIS®I/IENASLLC) +(SHP/FNRT®S2/LENB S0 TISTT 44
NDFTAI/A2=2.C%0.5 TISTY 45

Gi1 T2 200 TISTT 44

[ GPTION 4 TISTT 47
180 S0=1.7 TISTT &8
D=AMFAN=-AMEAN TISTI 49

M 190 1s1,N8 TYSTT 50

190 Su=Sie{BlT)-AL1)-N)es) TISTY S1
Su=SukTISU/(INd-1 .7} TTISTY 52

ANS =N/ SUISSHRT (T NB) TYISYT S3

NpF =N4-] TISTT 54

200 af Ty TTISTY &5
FAD TISTT 56

J

;

i
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Statistics - Correlation

CORRE

This subroutine calculates means, standard devia-
tions, sums of cross-products of deviations from
means, and product moment correlation coefficients
from input data Xij, wherei=1, 2, ..., nimplies
observations and j =1, 2, ..., m implies variables.

The following equations are used to calculate
these statistics:

Sums of cross-products of deviations:

n

Sc= 3 (Xij - T:D (xik - Tk) -
=1
n n
> (Xij - Tj) (xlk - Tk) )
=1 =1

n
where j=1, 2, ..., mjk=1, 2, ..., m

2 5

T =Xl @)

(These temporary means T; are subtracted
from the data in equation (1) to obtain compu-~
tational accuracy.)

X..
1)
= i=1
Means; X, = ——— . @)
§ n

wherej=1, 2, ..., m

Correlation coefficients:

S.
k
r, = ] 4)
ik S.. S
3 kk
wherej=1, 2, ..., myk=1, 2, ..., m
Standard deviations:
‘/S..
g =—7Y 3 (5)

J n-1

where j=1, 2, ..., m

Subroutine CORRE

Purpose:
Compute means, standard deviations, sums of
cross-products of deviations, and correlation

coefficients.
Usage:
CALL CORRE (N, M, I0,X,XBAR, STD,RX, R,
B,D,T)
Description of parameters:
N - Number of observations.
M - Number of variables.
10 - Option code for input data.

0 If data are to be read in from
input device in the special sub-
routine named data. (See
"subroutines and function sub-
programs required" below. )

1 If all data are already in core.

X - If I0=0, the value of X is 0.0.
If I0=1, X is the input matrix (N by
M) containing data.

XBAR - Output vector of length M containing

means.

STD - Output vector of length M containing
standard deviations.

RX - Output matrix (M by M) containing

sums of cross-products of deviations
from means.

R - Output matrix (only upper triangular
portion of the symmetric matrix of
M by M) containing correlation coef-
ficients, (Storage mode of 1)

B - Output vector of length M containing
the diagonal of the matrix of sums of
cross-products of deviations from

means,
D -~ Working vector of length M.
T - Working vector of length M.
Remarks:
None.

Subroutines and function subprograms required:
DATA(M,D) - This subroutine must be pro-
vided by the user.

(1) K 1I0=0, this subroutine is
expected to furnish an ob-
servation in vector D from
an external input device.
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CCRRE 97

(2) id IO:l, this subroutine is ?ﬁ:;;;?f)f:;m(u)zzs.z;z-;zs gg::E:g;
not used by CORRE but 222 RIS e CoRREmos
Y = » 225 RUJKI=R(JK}/(STDI I #STD(K)} CCRREMO4
must exist in ]Ob deck, I 230 CONTINUE CCRREMOS
1_ d c Fu'gakg?::ﬁ g‘:’ANDARD DEVIATIONS gg::glgg
user has not supplied a PNeSGRT IFN-1 Corre 10
i CCRRE102
subroutine named DATA, 20 STOLISSTOUINEN e MATAIX OF SUMS OF CROSS-PRODUCTS OF omneios
the following is suggested. ¢ DEVIATIONS FROM Maks. CoRRELe
- CCRRE106
SUBROUTINE DATA 50 250 11 SERneis
{1)=RX L)
RETURN Soncite
£ND 3
END
Method:
Product-moment correlation coefficients are
computed. :
SUBROUTINE CORRE (NsMsJOsXsXBARISTDsRXsR9B¢Ds T} CCRRE 1
DIMENSION X{1)9XBAR(1) oSTO(L1)oRXI1IoR{1IsBI11sD{2)sT(1} CCRRE 2
INITIALIZATION CCRRE 3
DO 100 J=1lsM CCRRE 4
B(J}=040 CCRRE &
100 T(J)=0.0 CCRRE 6
K= ([MBM+M} /2 CORRE 7
DO 102 I=1.K CCRRE &
102 R{1)=0e0 CORRE 9
FNaN CCRRE 10
L=0 CCRRE 11
IF(I0) 105, 1274 105 CCRRE 12
DATA ARE ALREADY IN CORE CCRRE 13
105 DO 108 JmleM CCRRE 14
DO 107 I=1,N CCRRE 15
L=+ CCRRE 16
107 T(J)sT(areXIL} CORRE 17
XBAR(J) =T (J) CCRRE 18
108 T(JY=T{JV1/FN CCRRE 19
DO 115 IalWN CCRRE 20
JK=0 CORRE 21
Lal=N CCRRE 22
00 110 JslgM CCRRE 23
LaL+N CCRRE 24
D{JI=X(LI=T(J) CCRRE 25
110 8t =B8N +0(N CORRE 26
DO 115 JwlM CCRRE 27
DO 11% K=lsJ CCRRE 28
JK=JK+]1 CCRRE 29
115 RIJK)SR{IKI+D(J}#D{K) CCRRE 30
GO TO 20% CCRRE 31
READ OBSERVATIONS AND CALCULATE TEMPORARY CCRRE 32
MEANS FROM THESE DATA IN TI(J) CCRRE 33
127 1F(N=M} 130, 130 135 CCRRE 34
130 KK=N CCRRE 35
GO TO 137 CCRRE, 36
135 KKeM CCRRE 37
137 DO 140 1m)4KK CCRRE 38
CALL DATA (M4D) CCRRE 39
DO 140 JaleM CCRRE 40
T =T(I1+D(D) CCRRE 4l
L=L+1 CCRRE 42
1640 RX{(L)=D(J) CCRRE 63
FKK=KK CCRRE 44
NO 150 Jalym CCRRE 45
XBAR( J)=T(J) CORRE 46
150 ”Jé:{éduiéksuus OF CROSS~PRODUCTS OF DEVIATIONS ggs:i :;’
FROM TEMPORARY MFANS FOR M OBSERVATIONS CCRRE 49 Statistics ~ Multiple Linear Regression
L=0 CCRRE 50
[s]e] (1180 1wleKK CORREMgg
JK= CORRE
20 170 se1m Come % In the Scientific Subroutine Package, multiple linear
170 D(JI=RX(L)= . . .
3?3"3:1?553:3:) comre 5 regression is normally performed by calling four
0 130 k1.3 e o9 subroutines in sequence.
=JKe CCRR .
180 »;;f:)::;.&;é;n(;é;n(\;;s cg:aé b 1. CORRE - to find means, standard deviations,
= M M CCRRE 61
READ THE REST OF OBSERVATIONS ONE AT A T! i i
Th onSEnuaT ot . CALCULTE S o TiME: suk CoRRe 62 and correlation matrix
1ATIONS FR TEMPOI Y MEAN s
s xeanec BHPORARY MEANS Eg;gg gg 2. ORDER - to choose a dependent variable and
e RR z 2
o Conne 6 a subset of independent variables from a larger set
* CCRRE 68 .
DO 190 JUmi
Butthidth e iy o ariabes
190 BUI1en (3 omI) corre 71 3. MINV - to invert the correlation matrix of the
DO 200 JsleM
00 200 eies b subset selected by ORDER
Ke=JK+1 CCRRE 75
200 RUJKI=REJKI4N(II#DIKY - i i—
o R gncuw?m;? k comRe 76 . 4. MULTR - to compute the regression coeffi
20w SoRRe 78 cients, by, by, by, ..., b, and various confidence
- R
ADJUST SUMS OF 'CROSS-PRODUCTS OF DEVIATIONS oRne o measures
ARY MEA CRRE 82 . 2 Ky
B0 210 keiv) CoRRE 83 The subroutine CORRE works in either of two
= CCRRE 84
210 R{JKI=R{JIK)I=B{JI#B(K)/FN o i i i
e BN creNTs CoRRE 85 ways: (1) it expects all observations in core, or
0”220 se1um SoRRE &7 (2) it triggers a user-~provided input subroutine,
220 510112 smT( ABS(R(JK) D) ConaE 5 DATA, to read one observation at a time into a work
Bl CCRRE 91 -
DO 230 KaJs¥ » -
ffiﬁ(’j'.‘?',";”z conre 52 area.. In either case, the user musfc provide a sub
PR CORRE 94 routine named DATA (see '"Subroutines Required' in
Leut =Ll CORRE 96 the description of subroutine CORRE).
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ORDER

Purpose:

Construct from a larger matrix of correlation
coefficients a subset matrix of intercorrelations
among independent variables and a vector of
intercorrelations of independent variables with

dependent variable.

This subroutine is normal-

ly used in the performance of multiple and poly-
nomial regression analyses.

Usage:

CALL ORDER (M, R, NDEP, K, ISAVE, RX, RY)

Description of parameters;

M -

R -

NDEP

ISAVE

Number of variables and order of
matrix R.

Input matrix containing correlation
coefficients., This subroutine ex-
pects only upper triangular portion
of the symmetric matrix to be stored
(by column) inR. (Storage mode of 1.)
The subscript number of the depend-
ent variable.

Number of independent variables to
be included in the forthcoming re-
gression.

Input vector of length K+1 containing,
in ascending order, the subscript
numbers of K independent variables
to be included in the forthcoming re-
gression,

Upon returning to the calling rou-
tine, this vector contains, in addi-
tion, the subscript number of the
dependent variable in K+ 1 position.

RY - Output vector of length K containing
intercorrelations of independent
variables with dependent variables.

Remarks:

None.

no

[aXa}

an

Output matrix (K by K) containing
intercorrelations among independent
variables to be used in forthcoming
regression,

Subroutines and function subprograms required:

None.

Method:

122

123
125

12

~

128
129
130

From the subscript numbers of the variables to

be included in the forthcoming regression, the
subroutine constructs the matrix RX and the

vector RY.

SUBROUTINE URDER (M,R,NDEP,K,ISAVERX,RY)

DIMENSTION RCLD, ISAVE(L) JRX(1),RYLL)
COPY INTERCORILELATINNS NF INDEPENDFNT VARTABLES
WITH DEPENOENT VARIARLE

LLED)

DO 130 J=1.K

L2=15avFLJ}

TFINDEP-L2) 122, 123, 123

L=NDEPS(LO*L2-L2) /2

GO TN 125

L=L2+{NDEP®NDEP-YDEP) /2

RY({SI=RL)
COPY A SUBSET MATRIX NF INTFRCORRELATIONS AMONG
TNUEPENDENT VARIABLES

B0 137 1=1,K

L1=1SAVELT)

1FIL1-L2) 127, 124, 128

LELLs(L2oL2-1 2072

60 TO 129

LsL2e(LIstlI-L1}/2

MM=uMe |

RXCMM) =RIL)
PLACE THE SUBSCRIPT NUYRER NF THE DEPFNDFNT
VARTARLE IN ISAVE(Kel)

TSAVE(K#1)=NOEP

RFTURN

END

ORCER

NRDER

ORDER
ORDER
ORDER
ORDER
IRDER
QRDER

ORDER
ORDER
ORDER

ORDER
ORDER
ORDFR
DRDER
ORDER
NaDER
QRDER
ROER
DRDER
NRDER
NROER
nRDER
ORDER
ARDER
ORDER

NRDE®
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MULTR

This subroutine performs a multiple regression
analysis for a dependent variable and a set of inde-
pendent variables.

Beta weights are calculated using the following
equation:

_ -1
A= 2 Ty Ty @)
i=1

where T = intercorrelation of ith independent
¥ variable with dependent variable

r;jl = the inverse of infercorrelation rij

i,j=1, 2, ..., kimply independent
variables

Ty and T 1 are input to this subroutine.

Then, the regression coefficients are calculated as
follows:

s
b, = B 2
f 5 * S, (2)
)
where sy = standard deviation of dependent variable
s, = standard deviation of jth independent

variable
j=1,2, ..., k

sy and sj are input to this subroutine.

The intercept is found by the following equation:

k
b, =Y - b, X, 3
0 Z i ©
=1
where Y = mean of dependent variable

mean of jth independent variable

DTl

and ij are input to this subroutine.

Multiple correlation coefficient, R, is found first
by calculating the coefficient of determination by the
following equation:

k

2 _

R“ = Z ﬁiriy _ (4)
i=1

26

and taking the square root of R2:

= VR ©)

The sum of squares attributable to the regression is
found by:

2

SSAR = R” + D (6)
yy
where D = sum of squares of deviations from

mean for dependent variable
Dyy is input to this subroutine.

The sum of squares of deviations from the regres-
sion is obtained by:

SSDR = D_ - SSAR )
\p

Then, the F-value for the analysis of variance is
calculated as follows: '

SSAR/k _ SSAR(n-k-1)

F = SSDR/(nk-1) ~ _ SSDR(K) ®)

Certain other statistics are calculated as follows:

Variance and standard error of estimate:

2 SSDR
Sy. 12...k ~ n-k-1 - @

where n = number of observations

2
50.12...k = +f Sy.12.. .k (10)

Standard deviations of regression coefficients:

I '
5, = D] 5y.12...k (1)

sum of squares of deviations from mean
for '8 independent variable. Djj is in-
put to this subroutine,

where D..
1

j=1,2, v., k

Computed t:
b,
tj =3 12)
b,
]
j=1,2, ..., k



Subroutine MULTR

Purpose:
Perform a multiple linear regression analysis
for a dependent variable and a set of independent
variables, This subroutine is normally used in
the performance of multiple and polynomial re~
gression analyses.

Usage:
CALL MULTR (N, K,XBAR, STD, D, RX, RY,
ISAVE, B, SB, T, ANS)

Description of parameters:

N - Number of observations.

K - Number of independent variables in
this regression.

XBAR - Input vector of length M containing
means of all variables. M is num-
ber of variables in observations.

STD -~ Input vector of length M containing
standard deviations of all variables.

D - Input vector of length M containing

" the diagonal of the matrix of sums of
cross-products of deviations from
means for all variables.

RX - Input matrix (K by K) containing the
inverse of intercorrelations among
independent variables.

RY - Input vector of length K containing
intercorrelations of independent vari-
ables with dependent variable.

Input vector of length K+1 containing

subscripts of independent variables in

ascending order. The subscript of the
dependent variable is stored in the
last, K+1, position.

B - Output vector of length K containing
regression coefficients.

SB - Qutput vector of length K containing
standard deviations of regression co-
efficients.

T - Output vector of length K containing
T-values.

ANS - Output vector of length 10 containing
the following information:

ANS(1) Intercept

ANS(2) Multiple correlation coeffi-
cient

ANS(3) Standard error of estimate

ANS(4) Sum of squares attributable
to regression (SSAR)

ISAVE

ANS(5)

ANS(6)
ANS(7)

ANS(8)

ANS(9)
ANS(10)

Remarks:
N must be greater than K+1.

Degrees of freedom associ-
ated with SSAR

Mean square of SSAR

Sum of squares of deviations
from regression (SSDR)
Degrees of freedom associ-
ated with SSDR

Mean square of SSDR
F-value

Subroutines and function subprograms required;

None,

Method:
The Gauss-Jordan method is used in the solution
of the normal equations. Refer to W. W. Cooley
and P, R. Lohnes, 'Multivariate Procedures
for the Behavioral Sciences', John Wiley and
Sons, 1962, Chapter 3, and B. Ostle, 'Statistics
in Research', The Iowa State College Press,

100

o

12

o

122

125

135

1954, Chapter 8.

SUBROUTJNE MULTR (NsKosXBARsSTOWDWRXIRY s ISAVEsBsSBeToANS) MULTR 1
DIMENSION XBAR(I)sSTDU1)«D(1IoRX{TIsRY(1)oISAVE{L)#B(1)1+5B(1) MULTR 2
1 TIL2IsANSTIO) MULTRMO1
NMaKe]l MULTR 4

BETA WEIGHTS MULTR 5
DO 100 Jelok MULTR 6
B(J120e0 MULTR 7
0O 110 J=21.,K MULTR 8
Llake(J=-1} MULTR 9
00 110 I=1,K MULTR 10
L= b+l MULTR 11
BUJIVaBUII+RYLIIORIXILY MULTR 12
RH=) .0 MULTR 13
8020,0 MULTR 16
L1=[SAVE(4v) uyL TR 15

COEFFICIENT OF DETEQRMINATION MULTR 16
B0 120 Jat,K MULTR 17
RM=RM+BLL)*RYIT} MRLTR 18

REGRESSTION COEFFICIENTS MULTR 19
L=1SAVELL) MyLTR 20
BELI=BL)&ISTOILL }/STO(LYY ML TR 21

INTERCEPTY MULTR 22
B0=RO+BIT)*XBARIL) MULTR 23
B80=xBAR(L1)-BO MULTR 24

SUM 0OF SQUARES ATTRIRUTARLE TN REGRFSSIMN ‘TR 2%
SSAR=RMaD(LL) MULTR 26

MULTIPLF CDRRELATINN COEFFICIENT MULTR 27
KMz S$0QT( AHS{ARMI) MyLTR 28

SUM NF SQUARES NF DEVIATINNS FROM REGRFSSINN qug TR 29
SSD0R=DIL1)-55aR “ULTR 30

VARTANCE OF ESTIMATE MyLTR 31
FN=N-K-] wiLTR 32
SY=SSDR/FN MULTR 33

STANDARD DEVIATINNS NF REGRESSION CNFFFICTENTS MULTR &
on 130 J=1.K MULTR 35
Lizxe(J-1)+y MUL TR 15
L=ISAVELH) MULT® 37
SBLJY= SQRTL ABSL(RX{L1IZO{LII®SY)) MUL TR 3R

COMPUTED T-VALUES MULTR 19
TUIY=R1JI/S3L ) MULTR &0

STANDARD ERROR OF ESTIMATE MULTR &1
SY= SQRF( ABS(SY)) MULTR &2

F vALUE MiRLTR a3
FK=X MULTR 42
SSARM=SSAR/FK MULTR 4S5
SSORM=SSOR/FN MULTE 45
FaSSARM/SSDRM uyLYR 47
ANS{11=80 MULTR 49
ANS{2)3RM MUt TR 49
ANS(31=SY MULTR SN
ANS(4)=554R uHLTR 51
ANS(5)=FK MULTR 57
ANS{6) =SSARM MULTR 53
ANSE7)2SSOR MULTR S6
ANSIH) =FN wYLTu S5
ANS () =SSNRY MULTR Sk
ANST1D)=F wiLTe 87
RETURN uuL TR 54
END Mi5L TR 59
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Statistics - Polynomial Regression

Polynomial regression is a statistical technique for
finding the coefficients, by, by, b2= cees bm, in the
functional relationship of the form;

2 m
y—b0+b1x+b2x +...+bmx

between a dependent variable y and a single inde-
pendent variable x.

In the Scientific Subroutine Package, polynomial
regression is normally performed by calling the fol-
lowing four subroutines in sequence:

1. GDATA - to generate the powers of the inde-
pendent variable and find means, standard deviations,
and correlation matrix

2. ORDER - to choose a dependent variable and
subset of independent variables from a larger set of
variables

3. MINV - to inverf the correlation coefficient
matrix

4., MULTR - to compute the regression coeffi-
cients, by, by, by, ..., b_ , and various confidence
measures

The special subroutine PLOT may be used to plot
Y values and Y estimates.

m,

28

GDATA

This subroutine generates independent variables up
to the mth power (the highest degree polynomial
specified) and calculates means, standard deviations,
sums of cross-products of deviations from means,
and product moment correlation coefficients.

X;1 denotes the ith case of the independent variable;

Xip denotes the ith case of the dependent variable,

where i=1, 2, .e.,
n - number of cases (observations)

p=m+1

m = highest degree polynomial specified

The subroutine GDATA generates powers of the
independent variable as follows:

Ko = X1 X

Xis = X2 " Xp @

X = Xg Xy

im- S,m-1 i

where i and m are as defined as above.
Then, the following are calculated:
Means:

X..
1]

i=1

n
X] =__n 2)

where j=1, 2, ..., D



-

Djk - Z ij

Di.

r. = ]
U D,. D..
Y Vi

wherei=1, 2, ..., p;ji=1, 2, ..., D.

Sums of cross-products of deviations from means:

n
- % - %) -
i=1
3)
n _ n _
Z 7% Do (P *x

i=1 i=1

where j=1, 2, ..., p; k=1, 2, ..., p.

Correlation coefficients:

(4)

Standard deviations:

D..

s, = 4 (5)

n-1

wherej=1, 2, ..., D

Subroutine GDATA

Purpose:

Generate independent variables up to the Mth

power (the highest degree polynomial specified)
and compute means, standard deviations, and
correlation coefficients. This subroutine is
normally called before subroutines ORDER,
MINV and MULTR in the performance of a poly-
nomial regression.

Usage:

CALL GDATA (N, M, X, XBAR, STD, D, SUMSQ)

Description of parameters:

N - Number of observations.

M - The highest degree polynomial to be
fitted.

X - Input matrix (N by M+1). When the

subroutine is called, data for the in-
dependent variable are stored in the
first column of matrix X, and data
for the dependent variable are stored
in the last column of the matrix.
Upon returning to the calling rou-
tine, generated powers of the inde-

pendent variable are stored in
columns 2 through M.

Output vector of length M+ 1 contain-
ing means of independent and de-
pendent variables.

Output vector of length M+ 1 contain-
ing standard deviations of independ-
ent and dependent variables.

Output matrix (only upper triangular
portion of the symmetric matrix of
M+ 1 by M+1) containing correlation
coefficients, (Storage Mode of 1.)
Output vector of length M+ 1 contain~
ing sums of products of deviations
from means of independent and de-
pendent variables.

XBAR

STD -

SUMSQ

Remarks:

N must be greater than M+1.

If M is equal to 5 or greater, single precision
may not be sufficient to give satisfactory com-
putational results.

Subroutines and function subprograms required:

None.

Method:

C

a0

10

=3

176

174

a0

130

Refer to B. Ostle, 'Statistics in Research',
The Iowa State College Press, 1954, Chapter 6.

SUBROUTINE GDATA (N¢M,X,XBAReSTNsNe SUMSQ) GDATA 1
DIMENSTON XU11,X38RT11,STDL11,0011,SUMSQI1} G0ATA 2
GENERATE INDE3ENDENT VARTABLES G0ATA 3

IE (M=t ) 105,105,90 GOATA &
L1=9 GDAYA 5
DN 170 T=24M GDATA 5
Ll=Lten fDATA 7
0N 100 J=1,4N GDATA 8
L=t t+d GOATA 9
KaL-N fDARA 19
XtLy=xtkhextd) GDATA 11
CALCULATE MFANS LDATA 12
LLERTS | GDATA 13
Nk =N GOATA 14
L=n GDAYA 15
DU TLS F=1,9M GDATA 16
XAAR(11=0.D GDATA 17
D7 EID J=1,N GOATA 1R
L=Lel GNATA 19
XBARUL)=XBAREI)ox (L) GDATA 29
XBAR{T)V=XHAR{D)/IF 5DATA 21
00130 Jal, M GDATA 22
Y STDII1=0.0 GOATA 23
CALCULATF SUMS OF CRASS=PRIICTS 'If BEVIATINNG GOATA 76
L={{MMe | )emu}/2 AOATA 2%
07 150 1=1,L GDATA 26
DErr=n.n ANDAYA 27
On 170 X=14N GNATA 2R
L=n S0ATA 29
0N 170 gzl LNATA 30
L2=Ne[d=11¢K GNATA 31
T2=X{L2)-XHAR( )] GOAYA 3D
STOLJN=STNIJ)+T2 ! GOATA 33
on 170 I=1,4 SDATA 14
L1=No([=1]4K ADATA 38
Ti=X(L1)-XBARIT) GOATA 34
L=Lel 5084 37
DILI=OtL)eTieT2 ANATA 34
tE) 5DATA 37
NOLTS g2l M GDATA 49
nnorTs I=1,9 50ATA <)
L=L+l GNATA &2
DELE=NEL S =STNETIeSTIIN /D% GDATA 43
L=0 GDATA 44
0 JAN [=1,4M RDATA 45
L=Lel GDATA 44
SUMSHtTI=niLy GDATA 47
TRTI(IY= SORFL ARSADILIY HOATA &9
CALCULATE CRRFLATION CNEEFIZICNTS 5NATAE 49
L=0 4narva s1
nno1gn =1, 9@ SNATA &1
DN 51,9 394TA 57
L=L+l SNATA S
DOLY=NELY /(ST #STN(JY) 50ATA 56
CALCULATE STAVDAZY DEVIATE NG HOATA S5
AF=S0<TINFE=-1,7) GOATA 54
NEe 230 =14V HANATA &7
STDETY=STO{IV/DF GOATA &9
RITURK SDATA 8§
£xsn SOATA &N
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Statistics - Canonical Correlation

In the Scientific Subroutine Package, canonical cor-
relation analysis is normally performed by calling
the following five subroutines:

1. CORRE - to compute means, standard devia-
tions, and correlation matrix

2. MINV - to invert a part of the correlation
matrix

3. EIGEN - to compute eigenvalues and eigen-
vectors

4. NROOT - to compute eigenvalues and eigen-
vecltors of real nonsymmetric matrix of the form
BT A

5. CANOR - to compute canonical correlations
and coefficients

The subroutine CORRE works in either of two
ways: (1) it expects all observations in core, or
(2) it triggers a user-provided input subroutine,
DATA, to read one observation at a time into a work
area. In either case, the user must provide a sub-
routine named DATA (see "'Subroutines Required" in
the description of subroutine CORRE).

30

CANOR

This subroutine performs a canonical correlation
analysis between two sets of variables.

The matrix of intercorrelations, R, is partitioned
into four submatrices:

R11 R12
R = R R 1)
21 22
R11 = intercorrelations among p variables in the -
first set (that is, left-hand variables)
R12 = intercorrelations between the variables in

the first and second sets

R21 = the transpose of R12

R2 9 = intercorrelations among q variables in the
second set (that is, right-hand variables)

The equation:

-1 -1
11 B42 ”

22 R21 R

‘R AN | =0 (2)

is then solved for all values of A, eigenvalues, in the
following matrix operation:

-1
T= Ry Byy @)
A=R,T “)

The subroutine NROOT calculates eigenvalues

(x;) with associated eigenvectors of R;1 A
i . 22 “*
wherei=1, 2, ..., q.

For each subscripti=1, 2, ..
statistics are calculated:

.» g, the following

Canonical correlation:

CANR = ‘/I (5)

where A= ith eigenvalue
Chi-~square:

X% = - [0-0.5 (o + q + 1)) 1ogé‘ (6)

where n = number of observations

™



q
A= T @a-)\);
j=1 )

Degrees of freedom for x 2:

DF = [p-(i-l)] [q-(i-l)]; )
.th . . .
i set of right-hand coefficients:

by = Vig (8)
where Vig = eigenvector associated with )‘i

k=12, ..., 9

ith set of left-hand coefficients:;

q
2
k=1
3 =T CANR ©)
here ft. | = T=RR
wher {jk} - 11712
i =12 ...,p

Subroutine CANOR

Purpose:
Compute the canonical correlations between two
sets of variables, CANOR is normally preceded
by a call to subroutine CORRE.

Usage:
CALL CANOR (N,MP, MQ,RR,ROOTS, WLAM,
CANR, CHISQ, NDF, COEFR, COEFL, R)

Description of parameters:

N - Number of observations.

MP - Number of left hand variables.

MQ - Number of right hand variables.
RR ~ Input matrix (only upper friangular

portion of the symmetric matrix of
M by M, where M = MP + MQ) con-
taining correlation coefficients.
(Storage mode of 1.)

ROOTS - Output vector of length MQ contain-
ing eigenvalues computed in the
NROOT subroutine.

WLAM - Output vector of length MQ contain-

ing lambda.

[aXal

CANR - Ouiput vector of length MQ contain-

ing canonical correlations.

CHISQ - Output vector of length MQ contain-
ing the values of chi~-squares.

NDF -~ Output vector of length MQ contain-
ing the degrees of freedom associ-
ated with chi-squares.

COEFR - Output matrix (MQ by MQ) contain-
ing MQ sets of right hand coefficients
columnwise.

COEFL - Output matrix (MP by MQ) contain-
ing MQ sets of left hand coefficients
columnwise.

R - Work matrix (M by M).

Remarks:

The number of left hand variables (MP) should
be greater than or equal to the number of right
hand variables (MQ). The values of canonical
correlation, lambda, chi-square, degrees of
freedom, and canonical coefficients are com-
puted only for those eigenvalues in roots which
are greafer than zero.

Subroutines and function subprograms required:
MINV
NROOT (which, in turn, calls the subroutine
EIGEN.)

Method:
Refer to W. W. Cooley and P, R. Lohnes,
"Multivariate Procedures for the Behavioral
Sciences'!, John Wiley and Sons, 1962, Chapter

3.
SUBIJUTINE CANOR [NyMP MO RRRANTS, L AM,CANR,CHISQ4NDF,COFFR, canNor 1
1 COEFL,R} CANDR 2
DIMENSTON RRL1),200TSEL) o WLAMEL) oCANRELT,CHISWE1 D NIFIL1Y,COEFRILY,CANOR 3
1 COEFLIL) RELY CANDR &
PARIITINN INTZRCORRFLATIONS AMONG LEFT HAND VACTABLFS, BETWEEN CANOR §
LEFT AND RIGHT HAND VARIABLES, AND AMONG RIGHT HAND VARTABLES. CANOR 4
M=MPeM) CANOR 7
N1=z) CANOR R
an o tas k=1, CANGR 9
DO 105 J=l,M CANDR 1N
TF{I~3) 172, 103, 10} CANDR 11
132 L=letIei-41/2 CaNDR 12
GO T 104 cann 11
103 L=dellel-1)/2 CANDP 14
IN4 NisNi+l CANOP 15
125 KINLY=RRUL) CANNR 1A
L=MP CANMP {7
on 108 y=2,M4p CANNR 1R
Ni=M%(J-1} CANOR 19
0N 108 [=],up CANOR 20
LaLel CANDR 21
Nl=N1+L CANNR 72
108 R{L)I=RIN]) CaNUR 213
N2=4P+] CaNNR 24
L=0 CANNIR 25
00 110 J=NZ,M CANDR 26
Nl=9%(J=-11 CANNR 27
nn L1 I=1,M4°P CANDR 28
t=Le+l CANOR 29
Nl=Nle] CANDR 3P
119 CUFFLILI=R(N]} caNn® 31
L=n CANAR 37
0N 120 J=N2,w CANOR 33
Ni=Me{J-1)eMp CANDR 34
ND 120 (=N24M CANMR 45
L=Lel CANNR 314
N1=NL+L CANDR 37
120 CUEFRILI=XINL) CANNK 3R
SOLVE THt CANINICAL EQUATION CANOR 130
L=MPEUP 4] CANOR 4N
K=l + 4P CANNR &)
CALL MENV {ReMPIETRILIRIK)) CANDP 42
CALCULATE T = INVERSE OF R11 * RI2 CANGR &3
00 140 [=1,4P CANOR 44
N2=0 CANNR 45
00 130 Jzl,HO CANDR 44
Nl=[-MpP CANNR &7
RODTS(JI=0,0 CAMDR 48
DO 130 K=1,MP CANMR 49
NLsNL+4p FANDR &9
N2=N2+1 CANCR S}
130 ROOTS(JI=RONTSLIY +RINLISCOFFLINZ} CANDR &7
L=1-4p CANDR 51
BO 140 J=1,MQ CANDR 54
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o

16!

2%
>

a0

175

180

190
200
210
220

32

Lalenp
RIL)=ROOTSLS)
CALCULATE A = R2] & T
L=MPEMQ
N3al+]
DO 160 J=LyMQ
N1=0
0N 160 21,40
N2=NP*(J-1)
SUM=0.0
D0 150 Ksl.MP
Nl=Nlel
N2=N2+1
SUM=SUM+COEFLIND) #RIN2Y
t=Lel
RIL)=SUM
CALCULATE EIGENVALUES WITH ASSOCIATED FIGENVECTORS OF THE
INVERSE OF R22 * A
L=L+l
CALL NROOT {MO,R(N3),COEFR,ROBTS,RILI}
FOR EACH VALUE OF I = 1¢ 24 sees MQ, CALCULATE THE FOLLOWING
STATISTICS
DO 2iD I=1,MQ
TEST WHETHER EIGENVALUE IS GREATER THAN 1ERD
TF{ROOTSLIYY 220, 220, 165
CANONICAL CORIELATION
CANR(1l1= SQRT(ROITSII)
CHI=-SQUARE
WLAH(I)=1.0
o0 170 J=1,MQ
WLAM{T)=WLAMIT1®( 1,0-ROOTSEIND
EN=N
FMPaNP
FMQ=MQ
BAT = WLAM(I)
CHISQUI) = —IFN-D.S5¢{FHP+FMQ+1,0) ) #ALOG (BAT)
DEGREES OF FREFDOM FOR CHI-SQUARE
Ni=1-1
NDF ()= (MP-N1)®#t4Q-N1)
1-TH SET OF RIGHT HAND CNEFFICIENTS
Nl=MQe{I-1)
N2zMQ#t]=-1)eL-]
00 180 J=1,MQ
Nl=Nlel
N2=N2+1
COEFR(N1)=RIN2)
I-TH SET OF LFFT HAND COEFFICIENTS
00 200 J=1,MP
Nl=J-up
N2=MQe (-1}
K=MPe(I-1)¢d
COEFLIKI=0.0
DO 190 Jy=l,MQ
Nl=Nl+Mp
N2aNZ+ L
COEFL{KY=COEFL(K) sRIN1ISCOEFR(N2)
COEFL(K}=COFFL{K) /CANRL )
CONTINUE
RETURN
END

CANOR 55
CANOR 56
CANOR 57
CANGR 58
CANDR 59
CANOR 60
CANNR 61
CANGR 62
CANOR 63
CANOR 64
CANNR &5
CANGCR 66
CANOR &7
CANOR 68
CANOR 69
CANOR TN
CaNOR 71
CANOR 77
CANOR 73
CANDR 74
CANMR TS
CANOR 75
CANOR 77
CANOR 78
caNOR 79
CANDR 80
CAKROR 81
CANOR 82
CANOR 43
CANDR 84
CANOR 85
CANOR 86
CANDR 87
CANOR AR
CaNoR 89
CANOR 90
CANNR 91
CANNR 92
CANOR 93
CANOR 94
CANOR 95
CANOR 96
CANDR 97
CANOR 93
CANNR 99
CANOR100
CANORIO1
CANNRLO2
CANGR103
CANORL 04
CANORL S
CANOR] 04
CANORINT
CcANNP 108
CANMRIN9
CANORLLD
CANORI L)
CANDR1 12
CANDRI 13
CANORI 14

NROOT

This subroutine calculates the eigenvalues, )‘i’ and
the matrix of eigenvectors, V, of a real square non-
symmetric matrix of the special form B'lA, where
both B and A are real symmetric matrices and B is
positive-definite. This subroutine is normally
called by the subroutine CANOR in performing a
canonical correlation analysis, The computational
steps are as follows.

A symmetric matrix (storage mode 1) is formed
by using the upper triangle elements of the square
matrix B. Then, the eigenvalues, hi’ and the ma-
trix of eigenvectors, H, of the symmetric matrix
are calculated by the subroutine EIGEN.,

The reciprocal of square root of each eigenvalue
is formed as follows:

B =——— (1)

wherei=1, 2, ..., m
m = order of mafrix B

The matrix B2 i formed by multiplying the
j column vector of H by u i where j=1, 2, ..., m,
The symmetric matrix S = (B"l/ 2)' AB-1/2 ig
formed in the following two matrix multiplications:

Q= @ ?ra @

S = QB'l/2

(3)
and eigenvalues,)\i , and the matrix of eigenvectors,
M, of S are calculated by the subroutine EIGEN.

The matrix W = B~1/2M is formed, and the vec-
tors in W are normalized to form the matrix of
eigenvectors, V, by the following equation:

W
vy, =3 (4)
L ” SUMYV,
where i=1,2, ..., m

SUMV:i (5)

[}
™
5



Subroutine NROOT

Purpose:

Compute eigenvalues and eigenvectors of a real
nonsymmetric matrix of the form B-inverse
times A. This subroutine is normally called by
subroutine CANOR in performing a canonical
correlation analysis.

Usage:

CALL NROOT (M, A, B, XL, X)

Description of parameters:

M -
A -
B -
XL -
X -
Remarks:
None.

Order of square matrices A, B, and X.
Input matrix (M by M).

Input matrix (M by M),

Output vector of length M containing
eigenvalues of B-inverse times A.
Output matrix (M by M) containing eigen-
vectors columnwise.

Subroutines and function subprograms required:

EIGEN

Method:

Refer to W. W. Cooley and P. R. Lohnes,
'Multivariate Procedures for the Behavioral
Sciences', John Wiley and Sons, 1962, Chapter

3.
SURRDUT INE NROOT {M4A,BeXLoX) NROOT 1
DIMENSTON AC1),8010,XLE1Y,X{1) NROOQY 2
c COMPUTE EIGENV ALUES ANOD EGENVECTORS OF 8 NROOT 3
K=1 NROOY &
DO 100 J=2.M NROOT 5
L=Mey-1) NRDOY &
00 100 T=1,4 NRODT 7
L=L+l NROOT 8
K=K+l NROOT O
100 BUK)I=R{L) NRDOT 10
THF MATRIX R[5 A REAL SYMMETRIC MATRIX, NROOT 11
My=0 NRODT 12
CALL EIGEN {(R,X,4,4V] NROOT 13
C FUORM RECIPRNCALS OF SQUARE ROOT OF EIGENVALUES. THE RESULTS NROOT 14
[ ARE PRFMULTTIPL TED BY THF ASSACIATED EIGENVECTORS. NROOT 15
L=0 NROOT 16
DO 110 J=14M NROOT 17
L=Led NROOGT 18

119

115

13

°

10

L70

175

140

XLEJ1=1407 SQRYCL ABS{A(LY))

NROOT
k=0 NROOT
DO 115 J=1M NROOT
00 115 I=l.M NROOT
K=K+1 NRODT
BRI =X(KIoxL L) NROOT

FDRM (B*#{-1/2))PRINE & A & (BEs(-1/2}) NROOT
o 120 I=1,M NROOT
N2=0 NROOT
DD 120 J=14M NROOT
Ni=ve{[-1) NRaotv
L=Me{J-1)e] NROOT
XIL1=0.0 NROOT
00 120 K=1,M NRONT
Nl=Nl#1 NROOT
N2=N2+1 NROOT
X(LI=X(L) ¢RINTI#A INZ) NROOY
L=0 NRONT,
B0 130 J=1.M NROOY
00 130 1=1,4 NRDOT
N1=[-M NROOT
N2=M#(J-1) NROOT
L=L+l NROOT
AfL)20.0 NROOT
D0 130 K=l4M NROOT
Ni=zN1eM NRODT
N2=N2e 1 NROOT
ATLY=ATL) ¢XINI) 8 (N2) NROOT

COMPUTE EIGENY ALUFS AND EIGENVFCTORS NF A NROOT
CALL EIGEN (AsXs¥oMV) NRODY
1=0 NROOT
00 140 1=1,M NROOT
L=Lel NRONT
XLLT)=ACLY NROOT

COMPUTE THE NIRMALIZFO FIGFNVECTORS NRONT
00 150 I=1,M NROOTY
N2=0 NRGDT
00 150 J=1.M NROOT
NL=T-H NROOY
L=Meig=11+T NROOT
AtL}=0.0 NRANT
00 150 Kzl M NRUOT
NI=N1+M NROOY
N2=N2el NRONT
ATLI=ALL) «RINLI#X (N2} NROOT
L=0 NROOT
k=0 NRODT
0N 18D J=1,M NRODY
SUMV=0.0 NRONT
DN 170 I=1,M NRONT
L=L#+1} NROOT
SUMV=SJMVeACL) AL L} NRANT
SUMY= SORTISUMV) NRONT
DIl 180 f=1,M NRONT
K=K+ NRONT
XIKF=ATK)/SUMY NRODT
RETURN NRONT
END NRONT
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Statistics - Analysis of Variance

In the Scientific Subroutine Package, analysis of
variance is normally performed by calling the fol-
lowing three subroutines in sequence:

1. AVDAT - to place data in properly distributed
positions of storage

2. AVCAL - to apply the operators sigma and
delta in order to compute deviates for analysis of
variance

3. MEANQ - to pool the deviates and compute
sums of squares, degrees of freedom, and mean
squares

AVDAT

This subroutine places data for analysis of variance
in properly distributed positions of storage.

The size of data array X, required for an
analysis of variance problem, is calculated as
follows:

k
n= 0O (L +1) 1)
. i
i=1
where Li = number of levels of ith factor
k = number of factors

The input data placed in the lower part of the ar-
ray X are moved temporarily to the upper part of the
array. From there, the data are redistributed ac-
cording to the equation (4) below, Prior to that,
multipliers, s., to be used in finding proper posi-
tions of storage, are calculated as follows:

8, = 1 (2)
j-1
Sj = i]=I1 (Li+ 1) (3)

where J = 2, 3, ..., k

Then, a position for each data point is calcu-
lated by the following equation:

k
S = KOUNT_ + s, *+ (KOUNT, -1 4
1t 208 =Y @

j=2

where KOUNT; = value of jth subscript of the data
to be stored.

The subroutine increments the value(s) of subscript(s)
after each data point is stored.

34

Subroutine AVDAT

Purpose:

Place data for analysis of variance in properly
distributed positions of storage. This subrou-
tine is normally followed by calls to AVCAL and
MEANQ subroutines in the performance of
analysis of variance for a complete factorial
design.

Usage:
CALL AVDAT (K, LEVEL,N, X, L, ISTEP,
KOUNT)

Description of parameters:
K ~ Number of variables (factors)
K must be greater than 1.

LEVEL - Input vector of length K containing
levels (categories) within each vari-
able.

N - Total number of data points read in.

X - When the subroutine is called, this
vector contains data in locations
X (1) through X(N). TUpon returning
to the calling routine, the vector
contains the data in properly redis-
tributed locations of vector X. The
length of vector X is calculated by
(1) adding one to each level of vari-
able and (2) obtaining the cumulative
product of all levels. (The length of
X = (LEVEL(1)+ 1)*(LEVEL(2) + 1)*
.« ¥(LEVEL(K) + 1).)

L - Output variable containing the posi-
tion in vector X where the last input
data is stored.

ISTEP -~ Output vector of length K containing
control steps which are used to lo-
cate data in proper positions of vec-
tor X.

KOUNT - Working vector of length K.

Remarks:
Input data must be arranged in the following
manner. Consider the 3-variable analysis of
variance design, where one variable has 3 levels
and the other two variables have 2 levels. The
data may be represented in the form X(1,d, K),
1=1,2,3 J=1,2 K=1,2. Inarranging data,
the inner subscript, namely I, changes first.
When I=3, the next inner subscript, J, changes
and so on until I=3, J=2, and K=2.



Subroutines and function subprograms required: AVCAL

None.
This subroutine performs the calculus for the gen-
Method: eral k-factor experiment: operator Z and operator
The method is based on the technique discussed A. An example is presented in terms of k=3 to il-
by H. D. Hartley in 'Mathematical Methods for lustrate these operators.
Digital Computers', edited by A. Ralston and L%%l Xabe denote the experimental reading from
H. Wilf, John Wiley and Sons, 1962, Chapter the a*~ level of factor A, the bth level of factor B,
20, and the ctP level of factor C. The symbols A, B,
and C will also denote the number of levels for each
SURRGUTINE AVDAT (K,LEVEL ¢NeXsLy ESTEPKOUNT) AVOAT 1 faCtor 50 that a= 1’ 2’ LA | A; b = 1’ 2’ LA | B;
U M ¢ ande=1,2, ..., C.
MsLEVEL{11¢1 A . o
i oAl 5 With regard to the first factor A,
105 MaMS{LEVELII}+1) AVDAT 6
[+ MOVE DATA TO TME UPPER PART OF THE ARRAY X AVDAY 7
c FOR THE PURPNSE OF REARRANGEMENT AVDAT B8
NizMel AVDAT 9
N2=N¢ ] AVDAT 10
00 107 =1y A T
";'é'-‘ N JE:; 13 operator E — sumover all levelsa=1, 2, ...,
N2sN2-1 AVDAT 113 -
4 tor x‘~(‘l::él‘lri:5 MULT TPLIFRS TO BE USED IN FINDING STORAGE LUCATINNS :zg:; :: a A’ holdmg the Other subscrlpts a‘t
P T
C O a0 P constant levels, and
00 110 §=2,K AVDAT 18
110 ISTEP(TI=ISTEP{I- 1)1 6(LEVELIT-11+1) AVDAT 19
DD 116 I=14K AVDAT 20
e mu':””‘l N PROPER ATIONS ‘233‘2? ;; £ A= ul i i
C | LPLACT OATA I PROPER LnCATION et 52 operator 4 = m tiply all items by A and sub-
f‘.’néﬁirﬁ}'" Axuu 25 tract the result of £ from all
NN 120 Ja2,K aVDAT 26 . a
170 L=L¢ISTEP LIS IKQINTENI-1) AVDAT 27 items
NisN1s L AVDAY 28
X{LY=x{NL) AVDAT 29
o 136 J'l.: :zg:¥ zfl‘ . .
1o LFIKQUNTLIILEVEL LI1) 126, 125, 126 wvoi 3 In mathematical notations, these operators are de-
. Avha s
125 :’gu;?(le A:DAY ;2 fined as follows:
130 CNNTINUE AVOAT 135
135 CONTINUF AVOAT 36
R{TURN AVDAT 37
FND AVDAY 3R A
X = X = X 1
z abc = .bc=§; abc 1)
a a=1
X = A X - X 2
% abe =™ abc .be @)

The operators £ and A will be applied sequentially
with regard to all factors A, B, and C. Upon the
completion of these operators, the storage array X
contains deviates to be used for analysis of variance
components in the subroutine MEANQ.

Subroutine AVCAL

Purpose:
Perform the calculus of a factorial experiment
using operator sigma and operator delta. This
subroutine is preceded by subroutine ADVAT
and followed by subroutine MEANQ in the per-
formance of analysis of variance for a complete
factorial design.
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Usage:
CALL AVCAL (K, LEVEL, X, L, ISTEP, LASTS)

Description of parameters:
K Number of variables (factors).
K must be greater than 1.

LEVEL - Input vector of length K containing
levels (categories) within each vari~
able.

X - Input vector containing data. Data

have been placed in vector X by sub-

routine AVDAT. The length of X is

(LEVEL(1)+ 1)*(LEVEL(2) + 1)*...

*(LEVEL(K) + 1).

The position in vector X where the

last input data is located. L has

been calculated by subroutine

AVDAT,

Input vector of length K containing

storage contirol steps which have

been calculated by subroutine

AVDAT.

Working vector of length K.

=
!

ISTEP

LASTS

Remarks:
This subroutine must follow subroutine AVDAT.

Subroutines and function subprograms required:
None.

Method:
The method is based on the technique discussed
by H. O. Hartley in 'Mathematical Methods for
Digital Computers', edited by A. Ralston and
H. Wilf, John Wiley and Sons, 1962, Chapter 20,

SURRUUTINE AVCAL (K,LEVFLXsLeISTEP,LASTS) AVCAL

DIMENSTON LEVELIL) (XU1) o ISTEPLL)LASTSEL) AVCAL

C CALCULATE THE LAST DATA POSITION OF EACH FaCTN? AVCAL

LASTSI1)=L+] AVCAL

BO 145 §=22,K AVCAl

145 LASTSUII=LASTSUI- 11+ISTEP(T) AVCAL

[ PERF(RM CAtCULUS OF NPFRATION AVCAL

150 DO 175 [=1+K AVCAL
L=

-

=)
DIPNI NS W

1 AvVCAL

LL=1 AvCAL
SUM=zQ,0 aveat 11
NN=LEVEL(T) AVCAL
FN=VN AVCAL 13
INCRE=] STEP(T) AVCAL 14
LAST=LASTSI]) AVCAL 15

4 SIGMA DPERATIIN AVCAL 16
155 DN 1AD J=1,NN AVCAL 17
SUM=SUMSX(L) AVCAL 18
160 L=L*INCRE aveaL 19
KLIZSUM AvCaL 27

[ NELTA NPERATIIN AvraL 2t
DI 165 J=14NN AVCAL 22
XILL)=FNOX(LL)~SI¥ AvCal 23
145 LL=LL#INCRE avral 24
SUM=0,0 AvCaL 25
IFIL-LAST) 167, 175, 175 AVCAL 25
167 (FIL-LASTeINCRE) 168, 169, IT3 AVCAL 27
LhH LEL+INCRE AVCAL 0%
LL=LL$INCRE AVEAL 79

51 T 188 Avrar 30
177 L=LeINCRE+1-LAST AVOAL 31
LL=LL#INCRE#)-LAST Avcat 22

5 T 166 aveat 33
175 CONTINUE AVCAL %6
RETURN AVCAL 3%
%] AVCAL 34

~
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MEANQ

This subroutine performs the mean square operation
for the general k-factor experiment in the following
two steps:

1. Square each value of deviates for analysis of
variance stored in the array X (the result of the
operators T and A applied in the subroutine
AVCAI).

2. Add the squared value into summation

storage. In a three-factor experiment, for ex-

‘ample, the squared value is added into one of seven

storages (7 = 2% - 1) as shown in the first column of
Table 1. The symbols A, B, and C in the first col-
umn denote factor A, factor B, and factor C.

After the mean square operation is completed for
all values in the storage array X, the subroutine
forms sums of squares of analysis of variance by
dividing the totals of squared values by proper divi-
sors. These divisors for the three-factor experi-
ment mentioned above are shown in the second
column of Table 1. The symbols A, B, and C in the
second column denote the number of levels for each
factor.

The subroutine, then, forms mean squares by
dividing sums of squares by degrees of freedom.
The third column of the summary table shows the
degrees of freedom, The symbols A, B, and C de-
note the number of levels for each factor.

Table 1. Table Showing Summation Storages,
Divisors to Form Sum of Squares, and
Degrees of Freedom (Subroutine MEANQ)

Designation of Store Divisor Required to Degrees of Freedom
and of Quantity Con-~ Form Sum of Squares Required to Form
tained in it of Analysis of Variance Mean Squares

4)2 ABC'A (A=1)

(B)2 ABC'B (B-1)

(AB)2 ABC: AB (A-1) (B-1)

©) ABC:C (C-1)

(AC)2 ABC-AC (A-1) (C-1)

(BC)2 ABC*BC (B-1) (C-1)

(ABC)2 ABC- ABC (A=1) (B-1) (C-1)

Subroutine MEANQ

Purpose:
Compute sum of squares, degrees of freedom,
and mean square using the mean square opera-
tor. This subroutine normally follows calls to
AVDAT and AVCAL subroutines in the perform-
ance of analysis of variance for a complete fac-
torial design.

Usage:
CALL MEANQ (K, LEVEL,X,GMEAN, SUMSQ,
NDF, SMEAN, MSTEP, KOUNT, LASTS)



ipti . 3 : MEANG 44
Description of parameters: € g BTN SOUARFS MEANG 45
K - Number of variables (factors). 310 ¥STER(11=0 WEAND 47
= MEANQ 48
(W" K must be greater than 1. s20 wpieg :éfﬁg E:
ND2=1
', - ing als 5
. LEVEL Input vector of length K containing DO 240 Ialak a0 330 EE,:\E% :g
1 i 3 3 0 ND1sNDI#LEVEL{D)
levels (categories) within each vari- 0 anDzalLoEL (1re1 Meane o
able. e e
X - Input vector containing the result of anny MEAnG 53
. NN=NN+1 MEANG 58
the sigma and delta operators. The Ry anpg oL nEAND 52
- - MEANQ 60
length of X is (LEVEL(L) + 1)* ., P e o
(LEVEL(2)+ 1)*, .. *(LEVEL(K) + 1). o TPsTeeli]) un, 3300 347 VEAND 64
. P 11=0
GMEAN - Output variable containing grand o To s WEAND 6o
Pll}=l
mean. P e o
.. 360 CONTINUE MEANQO 69
SUMSQ - Output vector containing sums of T e uEaNo 70
squaresi The length of SUMSQ is 2
to the K*~ power minus one,
(2%*K)-1,
NDF - Output vector containing degrees of
freedom. The length of NDF is 2 to
the Kt power minus one, (2**K)-1,
SMEAN - Output vector containing mean
squares. The length of SMEAN is 2
to the Kth power minus one, (2**K)-1,
MSTEP - Working vector of length K,
KOUNT - Working vector of length K,
LASTS - Working vector of length K.
Remarks:
This subroutine must follow subroutine AVCAL.
{ Subroutines and function subprograms required:
None.
Method:
The method is based on the technique discussed
by H. O. Hartley in 'Mathematical Methods for
Digital Computers!, edited by A. Ralston and
H. Wilf, John Wiley and Sons, 1962, Chapter 20.
SUBROUTINE MEANQ (KsLEVF) ,XeGMEANsSUMSQsNDF s SMEAN +MSTEP s KOUNT » MEANG 1
LASTS) MEANG 2
DIMENSION LEVEL(13sX(1)sSUMSQ(L)oNDF (1) sSMEANTL) JMSTER(L ) MEANQ 3
1 KOUNTL1)+LASTS{1)} MEANQ 4
4 CALCULATE TOTAL NUMBER OF DATA MEANG S
N=LEVEL{1) MEANQ &
DO 150 1s24K MEAND 7
150 NoN®LEVEL(I) MEANQ B
4 SET UP CONTROL FOR MEAN SGQUARE OPERATOR MEANQG 9
LASTS{1}=LEVEL{1} MEANG 10
0O 178 1=2sK MEAND 11
178 LASTS{1)=LEVELII)+1 MEANG 12
NN=1 MEANG 13
< CLEAR THE AREA TO STORE SUMS OF SQUARES MEANQ 14
Ll=(2esk)=1 MEANG 15
MSTEP{1)al MEANG ig
DO 180 [=2,K MEANC : . . . .
180 MgTED(lLusTgp(x-l)-z MEA:Q 18 Statistics - Discriminant Analysis
DO 185 I=lsll MEANQ 19
185 SUMSQ{T)=0,0 MEANG 20
< %0 TESF?S';.:EAN SQUARE OPERATOR :Eﬁﬁg g; . o )
190 KOUNT(1180 MEANG 23 In the Scientific Subroutine Package, discriminant
200 L=0O MEANQ 24 . .
a1, analysis i i -
210 ?E:E‘?S:ﬁﬁ'zzs“;‘;“ 210, 2505 210 EEE:S g; | tslrlr 8 nOrmajlly p.erformed by calling the follow
220 l;gumn;--gouur\:ln:} 120 29 MEANG a0 ng ee subroutines in sequence:
230 Lot smarEn ]y EVRLITYY 2300 2305 250 NEANS 30 1. DMATX - to compute means of variables in
GO TO 260 MEANG 31 . .
240 IF(XOUNT(11=LEVEL{I)) 230y 260s 230 MEANG 32 each group and a pooled dlspers1on
250 KQUNT{1)=0 MEANQ 33 .
260 CONTINUE MEANG 34 matrix
IF(L) 285, 2RSs 270 MEANG 35
270 SUMSQIL)=SUMSQIL) +XINN) RXINNY NEANG 3¢ 2. MINV - to invert the pooled dispersion matrix
<., O o ATE THE GRAND MEAN Egaﬁg %g 3. DISCR - to compute coefficients of discrimi-
85 FNaN Ni
GMEANaX (NN} /FN MEANC 41 nant functions and evaluate the func-

)

CALCULATE FIRST DIVISOR REQUIRED TO FORM SUM OF SQUARES AND MEANG 42
DIVISORs WHICH IS EQUAL TO DEGREES OF FREEDOMs REQUIRED TO FORMMEANG 43

tions for each observation (individual)
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DMATX

This subroutine calculates means of variables in /
each group and a pooled dispersion matrix for the
set of groups in a discriminant analysis.

For each group k=1, 2, ..., g, the subroutine
calculates means and sums of cross-products of
deviations from means as follows:

Means:

2 Fik
_ =1
% = (L)

"k

"k

|
-

]

where n, sample size in the kth group

j=1, 2, ..., mare variables

Sum of cross-products of deviations from means:

S = {Sjl} D> e ") Cife "X @

2
3
o
e
il
=
g
=

£=12...,m

The pooled dispersion matrix is caleulated as fol-
lows:

g
2 S
- k=1
g
2
k=1

where g = number of groups

D @)

Subroutine DMATX

Purpose:
Compute means of variables in each group and a
pooled dispersion matrix for all the groups.
Normally this subroutine is used in the perform-
ance of discriminant analysis.

Usage:
CALL DMATX (K,M,N, X, XBAR, D, CMEAN)

Description of parameters:
K - Number of groups.

38

M - Number of variables (must be the
same for all groups).

N - Input vector of length K containing
sample sizes of groups.

X - Input vector containing data in the

manner equivalent to a 3-dimensional
FORTRAN array, X(1,1,1),
X(2,1,1), X(3,1,1), etc. The first
subscript is case number, the sec-
ond subscript is variable number
and the third subscript is group
number. The length of vector X is
equal to the total number of data
points, T*M, where T = N(1)+ N(2)+

.o *N(K).
XBAR - Output matrix (M by K) containing
means of variables in K groups.
D - Output matrix (M by M) containing

pooled dispersion.
CMEAN - Working vector of length M.,

Remarks:
The number of variables must be greater than
or equal to the number of groups.

Subroutines and function subprograms required:
None.

Method:
Refer to 'BMD Computer Programs Manual’,
edited by W. J. Dixon, UCLA, 1964, and T. W.
Anderson, 'Introduction to Multivariate Statis-
tical Analysis', John Wiley and Sons, 1958,
Section 6.6-6. 8.

SUBRGUTINE DMATX [KyMyNyXeXBAR)OoCMEAND ) DMATX

1

DIMENSION N{114X1 1) 4XBARCE)<DT 1) CHEANILY OMATX 2
LLEL ALY DMATX 3
00 100 Ixl,MmM DMATX &
100 0t11=0.0 DMATX 5
CALCULATE MEANS DMATX 6
NézD oMATX T
L=0 NMATX 4
LM=) ONMATX 9
00 160 NG=1,K DMATX 1N
N1=N{NG) OMATX 11
FN=NL DMATX 12
B0 130 J=1,M DMATX 13
LM={ e ] OMATX 14
XBAR(LMI=0,.0 DMATX 15
DD 120 1=1,N1 DMATX 16

L=lel DMATX 17
DMATX 1R
DMATX 19
DMATX 20
DMATX 21
OMATX 22
DMATX 23
DNATX 24

120 XBAR{LMI=XBARILM) ¢xIL)

130 XBAR{LM)=XBARILM) /FN
CALCULATF SUMS OF CROSS-PRNDUCTS OF DEVIATIONS

LMEANZLM-4

N0 150 I=1,N1

LLaN&+I-N1

ND 140 Jal.M

LLsLLeN] DMATX 25

N2=LMEAN+) DMATX 26

CMEAN{ J)=XILL)-X3ARIN2) nMaTX 27

LL=0 DMATX 28

00 150 J=l,M DMATX 29

00 150 Jy=l.M DMATX 30

LL=tLlel DMATX 31

150 DILLI=DILL}sCMFANLJI*CMEANLIIY DMATX 32

160 Ne=N&+N1*M DMATX 33

CALCULATE THE PCOOLEQ OTSPERSION MATRIX DMATX 34

LL==K OMATX 35
DO 170 I=1,K DMATX 38

170 LL=LLeNTT) NMATX 37
FNsLL OMATX 33
DO 180 f=1,MM OMATX 39

180 D{T¥=DIT)/EN DMATX 40
RETURN DMAYX 41
END DMATX 42

14
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DISCR

This subroutine performs a discriminant analysis by
calculating a set of linear functions that serve as
indices for classifying an individual into one of K
groups.

For all groups combined, the following are ob-
tained:

Common means:

g
2 % i
}'ZJ =k=—1g____. 1)
2 %
k=1

where g = number of groups

1, 2, ..., m are variables

Code
n

sample size in the kth group

WP

ijk = mean of jth variable in kR group

Generalized Mahalanobis D2 statistics, V:

m m g
V= ZZ di Z ny &k - X3) (& - X))
i=1 j=1 k=1 ()
where d.. = the inverse element of the pooled dis-

persion matrix D

V can be used as chi-square (under assumption of
normality) with m(g-1) degrees of freedom to test
the hypothesis that the mean values are the same in
all the g groups for these m variables.

For each discriminant function kx = 1, 2, ..., g,
the following statistics are calculated:
Coefficients:
m
Ciie = E 4 Xie @)
=1
where i =1, 2, ..., m
k = kx

Constant:
m m
C = - X., X
okx = V20 D0 4% %y )
=1 1=1
th . th :
For each i*™ case in each k*" group, the following

calculations are performed:

Discriminant functions:

m

B = 22 Sk * Comn )
=1

where kx =1, 2, ..., g

Probability associated with largest discriminant
function:

Py = (6)

where fL = the value of the largest discriminant
function

L = the subscript of the largest discrimi-
nant function

Subroutine DISCR

Purpose:
Compute a set of linear functions which serve as
indices for classifying an individual into one of
several groups. Normally this subroutine is
used in the performance of discriminant analy-

sis,
Usage:
CALL DISCR (K, M,N, X, XBAR,D,CMEAN, V,
C,P,1LG)
Description of parameters:
K - Number of groups. K must be
greater than 1.
M ~ Number of variables.
N - Input vector of length K containing
sample sizes of groups.
X ~ Input vector containing data in the

manner equivalentto a 3-dimensional
FORTRAN array, X(1,1,1),
X(2,1,1), X(3,1,1), etc. The first
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XBAR

CMEAN

LG

Remarks:
The number of variables must be greater than
or equal to the number of groups.

subscript is case number, the sec-
ond subscript is variable number
and the third subscript is group
number. The length of vector X is
equal to the total number of data
points, T*M, where T = N(1)+ N(2)+
oo o T N(K).

Input matrix (M by K) containing
means of M variables in K groups.
Input matrix (M by M) containing the
inverse of pooled dispersion matrix.
Output vector of length M containing
common means.

Output variable containing general-
ized Mahalanobis D-square.

Output matrix (M+ 1 by K) containing
the coefficients of discriminant
functions, The first position of
each column (function) contains the
value of the constant for that func-
tion.

Output vector containing the proba-
bility associated with the largest
discriminant functions of all cases
in all groups. Calculated results
are stored in the manner equivalent
to a 2-dimensional area (the first
subscript is case number, and the
second subscript is group number).
Vector P has length equal to the
total number of cases, T (T = N(1)+
N(2) +...+N(K)).

Output vector containing the sub-
scripts of the largest discriminant
functions stored in vector P, The
length of vector LG is the same as
the length of vector P.

Subroutines and function subprograms required:

None.

Method:
Refer to 'BMD Computer Programs Manual',
edited by W. J. Dixon, UCLA, 1964, and T, W,
Anderson, 'Introduction to Multivariate Statis~
tical Analysis', John Wiley and Sons, 1958,

100

11

°

SUBRUUTENE DISCR (KyMyNygXyXBAR, D4 CMEAN,V.CyPyLG) DISCR 1
DIMENSTON N(DJ)oXt 1) XBARCLE}4DEL) ,CMEANTT)SCULY4PLLY,LGILY NISCR 2
CALCULATE COMYON MEANS DISCR 3
Nl=N(1) DISCR &
DG 100 1=2,K oIscR 5
NIsNLeNtT) DISCR 6
FNT=NL DISCR 7
DO 110 1I=1,K DESCR 8
PLIY=N(T) DISCR 9
DO 130 I=l.M DISCR 1N
CHEAN{T)=0 DISCR 11
Ni=1-M DISCR 12
00 120 J=leK DISCR 13
Ni=Nl+M DISCR 14
120 CMEAN(I)=CMEANIT) ¢PiJ)®XBARINL) DISCR 15

40

an

13

=3

14!

=3

15

=3

160

17

o

180

190

20

S

210
220

260
210

CMEANT E)=CMEANE ) ZFN)
CALCULATE GENERALIZED MAHALANOBIS D SQUARE

L=0

DO 140 I=1,K

00 140 J=14+M

L=Lel

CLL)=XBAR{L)-CHEANIJY

V=20.0

L=0

DD 160 J=14M

DO 160 I=l4R

Nl=[-H

NZ=N2eN
SUM=SUMsP(TJI*C (N 1) eCIN?}
Label
V=V+DIL 1SSUM
CALCULATE THE COEFFICIENTS OF DISCRIMINANT FUNCTIONS
N2=0
00 190 KA=l,K
00 170 I=l.M
N2=N2+1
PULL)I=XBARIN2)
(Q=({Mel)*(KA-1)41
SUM=0,0
00 180 J=14M
Nl=Jg-M
DD 180 L=1,M
NlsNleM
SUMaSUMCDINLI®P LI *PIL)
CL1Q)=-{SunN/2.0}
0N 190 I=l4M
Nl=i-M
1g=1Q+1
CtiQ¥=0.0
00 190 J=1,M
N1=NL+M
C{1Q)=ClIQ}+DINL) *P(J)
FOR EACH CASE IN EACH GROUP, CALCULATE..
DISCRIMINANT FUNCTIONS
LBASE=0
N1=0
D0 270 KG=1,.K
NN=R(KG)
DD 260 I=14NN
L=I-NN+LBASE
0O 200 J=1,M
L=LenN
DlLJI=x(L)
N2=0
U0 220 Ka=l,K
N2=N2¢l
SUM=C(N2)
DO 210 J=1.H
N22N2+1
SUMzSUMCINZ16D(J}
XBAR(KA)SSUM
THE LARGEST DISCRIMINANT FUNCTION
L=1
SUM=XRAR({1)
D0 240 J=24K
[F(SUM-XBAR(JI) 230, 240, 2490
L=J
SUM=XBAR(J}
CONT ENUE

PRUBABILITY ASSOCIATED WITH THE LARGESY NISCRIMINANT FUNCYION

PL=D.0

DN 250 J=14K

PL=PL* EXP{XBAR(J)=-SUM)
Nl=NL+L

LGINL) L

PINL)=1.0/PL
LBASETLRASE+NN®M

RETURN

END

DESCR
otsce
NISCR
DISCR
D1ISCR
DISCR
nysce
DISCR
OISCR
DISCR
DISCR
DISCR
DISCR
nIsce
DISCR
DISCR
DISCR
D1SCR
[ 14
DIsSCR
DISCR
DISCR
0IscR
DISCR
orsce
DISCR
olsce
nIsce
DLsCR
NISCR
DISCR
nisce
nisce
OISCR
DiIsCR
oIsCR
DISCR
DIsce
nIsCR
nISCR
DISCR
DIsce
NISCR
pisce
D1SCR
ofsce
DESCR
nisce
DISCR
DISCR
DISCR
DISCR
DISCR
DISCR
Discr
OISCR
DIsCR
DISCR
DISCR
DISCR
DISCR
oisce
DISCR
0ISCR
DISCR
DISCR
olsce
nisca
OISCR
0ISCR
DISCR
OISCR
DisCR
DISCR
nIsCe
DISCR
prsee
DISCR



Statistics - Factor Analysis

Factor analysis is a2 method of analyzing the inter-
correlations within a set of variables. It determines
whether the variance in the original set of variables
can be accounted for adequately by a smaller number
of basic categories, namely factors.

In the Scientific Subroutine Package, factor
analysis is normally performed by calling the fol-
lowing five subroutines in sequence:

1. CORRE - to find means, standard deviations,

and correlation matrix

2. EIGEN - to compute eigenvalues and associ-~

ated eigenvectors of the correlation
matrix

3. TRACE - to select the eigenvalues that are

greater than or equal to the control
value specified by the user

4. LOAD - to compute a factor matrix

5. VARMX - to perform varimax rotation of the

factor matrix

The subroutine CORRE works in either of two
ways: (1) it expects all observations in core, or
(2) it triggers a user-provided input subroutine,
DATA, to read one observation at a time into a work
area. In either case, the user must provide a sub-
routine named DATA (see "Subroutines Required" in
the description of subroutine CORRE).

TRACE

This subroutine finds k, the number of eigenvalues

that are greater than or equal to the value of a speci-

fied constant. The given eigenvalues A 10 A 9 e

A m Mmust be arranged in descending order.
Cumulative percentage for these k eigenvalues

are:

i
= A 1
e .

i=1
where j = 1,2, ..., k
m = number of eigenvalues (or variables)
k<m

Subroutine TRACE

Purpose:
Compute cumulative percentage of eigenvalues
greater than or equal to a constant specified by
the user., This subroutine normally occurs in a
sequence of calls to subroutines CORRE, EIGEN,
TRACE, LOAD, and VARMX in the performance
of a factor analysis.

Usage:
CALL TRACE (M,R,CON, K, D)

Description of parameters:

M - Number of variables.

R - Input matrix (symmetric and stored in
compressed form with only upper tri-
angle by column in core) containing
eigenvalues in diagonal. Eigenvalues
are arranged in descending order. The
order of matrix R is M by M. Only
M* (M+1)/2 elements are in storage.
(Storage mode of 1.)

CON - A constant used to decide how many
eigenvalues to retain. Cumulative
percentage of eigenvalues which are
greater than or equal to this value is
calculated.

K -~ Output variable containing the number
of eigenvalues greater than or equal to
CON, (K is the number of factors.)

D - Output vector of length M containing
cumulative percentage of eigenvalues
which are greater than or equal to CON.
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Remarks:
None.

Subroutines and function subprograms required;
None.

Method:
Each eigenvalue greater than or equal to CON is
divided by M and the result is added to the pre-
vious total to obtain the cumulative percentage
for each eigenvalue.

SUBROUTINE TRACE [MsR,CONyX,D) TRACE
DIMENSION RI1),D{ 1} TRACE
FMaM TRACE
L=0 TRACE
DD 100 I=lM TRACE
LsLél TRACE
DIRSELYIN) TRACFE
K=0 TRACE
TEST WHETHER 1-TH EIGENVALUE IS GREATER TRACE
THAN OR EQUAL TO THE CONSTANT TRACF 1D

DO L10 T=1,M TRACE 11
TF{D{1)-CON) 120, 105, 105 YRACE 12
105 K=K+l TRACF 13
110 OL1=0CT1)/FNM TRACE 14

< COMPUTE CUMULATIVE PERCENTAGE OF EIGENVALUES TRACE 15
120 00 130 1=2,K TRACF 16
130 D{1)=D(TY+D{L-1) TRACE 17
RETURN TRACE 18

END TRACE 19

10

o
VBN AP -

Y5
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LOAD
This subroutine calculates the coefficients of each
factor by multiplying the elements of each normal-

ized eigenvector by the square root of the corre-
sponding eigenvalue.

a,, = V,, o N 1
i ij ,/ X3 (1)
where i= 1, 2, ..., m are variables

j=1, 2, ..., k are eigenvalues retained
(see the subroutine TRACE)

k<m

Subroutine LOAD

Purpose;
Compute a factor matrix (loading) from eigen-
values and associated eigenvectors. This sub-~
routine normally occurs in a sequence of calls
to subroutines CORRE, EIGEN, TRACE, LOAD,

and VARMX in the performance of a factor
analysis.

Usage:
CALL LOAD (M, K,R, V)

Description of parameters:

M - Number of variables,

K - Number of factors.

R - A matrix (symmetric and stored in com-
pressed form with only upper triangle by
column in core) containing eigenvalues in
diagonal. Eigenvalues are arranged in
descending order, andfirstKeigenvalues
are used by this subroutine. The order
of matrix R is M by M. Only M*(M+1)/2
elements are in storage. (Storage mode
of 1,)

V - When this subroutine is called, matrix V
(M by M) contains eigenvectors column-
wise. Upon returning to the calling pro-
gram, mafrix V contains a factor matrix
(M by K).

Remarks:
None.

Subroutines and function subprograms required:
None.



Method:

SuB
DI
La0
Jy=
oo
Ja=
150 SQ=
oo

L=Le¢

160 v(t
RET

END

Normalized eigenvectors are converted to the
factor pattern by multiplying the elements of
each vector by the square root of the corre-
sponding eigenvalue,

ROUTINE LOAD (MyK,R,V) LOAD
ENSTON RI1),VI1) inan

1LNaDp
0 LOAD
160 J=14K LOAD
ENEN] Lnan
SQRT(RLIIND Loap
160 J=1,M LOAD
L0an
I=SQev(L) Lnan
URN Loan

Lnan

X VT SUIFRENeH

oo

VARMX

This subroutine performs orthogonal rotations on a
m by k factor matrix such that:

ko) - [SEA) o

J i i

is a maximum, where i = 1, 2, ..., mare variables,
j=1,2, ..., k are factors, a;; is the loading for
the it! variable on the jth factor, and hi2 is the com-
munality of the it variable defined below.

Communalities:

2 2

LI LY @
=1

wherei=1,2, ..., m

Normalized factor matrix;

/ 2
bij = aij/ b 3

where i = 1,2, ..., m
i=14,2, ...,k

Variance for factor matrix:

W T {5 (5) (Z 4) 1)

i}
4)
where ¢ = 1, 2, ,.. (iteration cycle)
Convergence test:
¥V -V . <107 (5)
c c-1

four successive times, the program stops rota-
tion and performs the equation (28). Otherwise,
the program repeats rotation of factors until the
convergence test is satisfied.

Rotation of two factors:
The subroutine rotates two normalized factors
(bij) at a time., 1 with 2, 1 with 3, ..., 1 with k,

2with 3, ..., 2withk, ..., k-1 with k. This
constitutes one iteration cycle.
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Assume that x and y are factors to be rotated, (NUM + DEN) > ¢*, go to B3 below.
where x is the lower-numbered or left-hand factor,

the following notation for rotating these two factors (NUM + DEN) < ¢, skip to the next rotation. m
is used: :
~ . T = * ¢ is a small tolerance factor.
X, ¥ X, Y
171 171 Bl: tan46 = |[NUM/|/|DEN | (8)
X, ¥y X, Y
2 72 2 "2 If tan46 < € and
R [cos @ —sin¢]= vt ©) (i) DEN is positive, skip to the next
. e sin¢ cosd . . rotation.
U ) ) (ii) DEN is negative, set cos¢ =
x ¥, X, Yo sin¢ = (4/2)/2 and go to E below. "

If tan 40 2 €, calculate:
where x; and y; are presently available normalized
loadings and X; and Yj, the desired normalized ‘/’_2_—
loadings, are functions of ¢, the angle of rotation. cos 46 = 1/ 1+ tan 46 ©®)
The computational steps are as follows:
sin48 = tan4@ - cos4é (10)

A, Calculation of NUM and DEN:
and go to C below,

_ _ B2: ctn46 = |[NUM|/|DEN| (11)
A=ty & -y
i If citndf < €, set cos46 = 0 and
sin4® = 1. Go to C below.
B =2 > AM\
= Z A If ctndf 2 e, calculate: ;
i 2
sind6 = 1/V1+ ctn” 46 (12)
C = E [(xi+ vy & -y + 2%, yi] () cos48 = ctndf - sindd (13)
i
and go to C below.
[(xi+ y) % -¥;) - 2% yi] B3: Set cosdf = sindd = (+/2)/2 and go
to C below.
_ . C. Determining cos § and siné:
D=4 6+ &y 5
i cos28 = /(L + cosdh)/2 (14)
NUM = D - 2AB/m sin2 6 = sin48/2cos20 (15) »
DEN=C-[(A+B) A-B)] /m cosf = (1 + cos28)/2 (16)
B. Comparison of NUM and DEN: sinf = sin260/2cosé (17)
The following four cases may arise: D. Determining cos ¢ and sin¢:
NUM < DEN, go to Bl below, D1: If DEN is positive, set
NUM > DEN, go to B2 below. cosd = cosé (18) mm)
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sin¢ = sind
and go to (D2) below.

If DEN is negative, calculate

cos ¢ = ——g-cos0+ —z—sina

2

V2

ime = | M2 N2
sin¢ = 2coso D)

and go to (D2) below.
D2: I NUM is positive, set

cos¢ = |cos ¢|

sing = |sind>|

and go to (E) below.

If NUM is negative, set

cosd = |cos o |
sin¢ = —| sin¢|
E. Rotation:
Xi = X, cos o + ¥; sin¢
Y =

) X, sin¢ + y; cos
i i Vi ¢

wherei=1, 2, «e., m

After one cycle of k(k - 1)/2 rotations is completed,

(19) Subroutine VARMX

Purpose:
Perform orthogonal rotations of a factor matrix.
This subroutine normally occurs in a sequence

20) of calls to subroutines CORRE, EIGEN, TRACE,
LOAD, VARMX in the performance of a factor
analysis.

(21)

Usage:

CALL VARMX (M, K,A,NC, TV, H, F, D)

Description of parameters:

M - Number of variables and number of rows
(22) of matrix A.
. K - Number of factors.
(23) A - Input is the original factor matrix, and

output is the rotated factor matrix. The
order of matrix A is M by K.

NC - Output variable containing the number of
iteration cycles performed.

TV - Output vector containing the variance of

(24) the factor matrix for each iteration cy-
cle. The variance prior to the first
(25) iteration cycle is also calculated. This

means that NC + 1 variances are stored
in vector TV. Maximum number of
iteration cycles allowed in this subrou-
(26) tine is 50. Therefore, the length of
vector TV is 51.
@7) H - Output vector of length M containing the
original communalities,
F - Output vector of length M containing the
final communalities.
D - Output vector of length M containing the
differences between the original and

the subroutine goes back to calculate the variance final communalities.

for the factor matrix (equation 4).

Denormalization:
a,, = b, °*h,
ij ij i
where i =1, 2, ..., m

j=1,2, «uu, k
Check on communalities:

Final communalities fi2

]
M=
o

Do

—
1
Y

ij

o
]
=
)
[

- Difference - fi

wherei=1, 2, ..., m

Remarks:
If variance computed after each iteration cycle
(28) does not increase for four successive times,
the subroutine stops rotation.

Subroutines and function subprograms required:
None.

Method:
(29) Kaiser's varimax rotation as described in
'Computer Program for Varimax Rotation in
Factor Analysis' by the same author, Educa~-
tional and Psychological Measurement, Vol.

(30) XIX, No. 3, 1959.
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1

[

115

120

130

132

140
150

160
170

oo

0

0

a

230

SUBROUTINE VARMX (MeKyAyNCyTVyHyFyD)
DIMENSION AL}, TVII)HULYF(L1D,011)

INITIALIZATION
EPS®0.00116
TVLY=0.0
LLek-1

FENaFNEFN
CONS=0. 7071066

CALCULATE ORT3INAL COMMUNALITIFS

00 110 [I=l,m
Hi{1)=0.0

0N 110 Js=1,K
L=Metg-1)+1

HUEPY=H{T)sA(LY*A(L)
CALCULATE NORWALIZED FACTOR MATRIX

00 120 fal,M
H{I)= SQRT(H(I}}
oN 120 J=1,K
LaMs(J-1)4+]
AtL)=ACL)/HETY
GO 1O 132

CALCULATE VARIANCE FOR FACTNR MATRIX

NV=NVeL
TVLT=TV(NV-1}
TVINVI=0,0
DD 150 J=1,K
AA=0,0

8B8=9,0
LB=Msl§=-11

00 140 1=1,M
L=LB+]
CC=afL)*AlLY
AazAA+CC
8B=BB+CCECC
TVINVI=TVINV) ¢ (FN#

BB-AA®AA) /FFN

1F{NV-51) 160, 430, &30
PERFORM CONVERGENCE TESY

IFE4TVINV)-TVLT)-(
NC=NCe1
IFINC-3) 190, 190,

1.€-71) 170, 170, 190

430

ROTVATION OF T40 FACTORS CONTINUES UP TO

THE STATEMENT 1
DO 420 J=1l.lL
LiaM*{J~-1)

Il=Jel

20.

CALCULATE NUM AND DEN

NR 420 Kl=llyK
L2=M&(KIl-})
AA=0,0

BB=0,0

D0 230 I=1,M
L3sL]sl

LasL2+1
U={ALL3}+A(LG) IS A
TzA{L3)*A{L4)
TeT+T
CC=CLeiUsTI®{U-T)
OD=0D+2,0%U*¥T
AA=AASU

883BB¢T
T=D0-2,0%4A%BB/FN
B8=CC~1 AA*AA-BR*RT )

{L3)-AtLaly

/FN

COMPARISON OF NUM AND DEN

IF{T=-B) 280, 240,

320

240 IF((T+B1-EPS) 420, 250, 250

250

NUM ¢ DEN IS SREATER THAN TR EQUAL TD THE

TOLERANCE FACTOR

COS4T=CONS
SIN&T=CONS
GO0 TQ 350

NUM TS LESS T4AN DFN
280 -TAN4T= ABSIT)/ A3S(R)

IF{TANGT=EPS) 30,

290, 290

290 C0OS4T=1.0/ SOQRT(1 . O+TANATHTANGT)

300
310

[
320

SINAT=TAN4T®COSST
GO TO 350

IF(8) 310, 420, 420

SINP=CONS
CNSP=CONS
GO TO 400

NUM IS GREATER
CTNGT= ABSIT/B)

IF{CTNGT-EPS) 347,

THAN DEN

330, 330

330 SINGT=1.07 SQRT(L .O+CTNGTSCTNSGT}

340

COS4T=CTNGT#SINGT
GG TQ 350
CNS4T=0.0
SIN&T=1.0

c DEVERMINE CNS THETA AND SIN THETA
350 CNS2T= SQRTI(1.0¢COS4T)/2.0)
SIN2T=SINGT/{2.06L0S2T)
355 COST= SQRTI(1.042052T1/2.0}
SINTaSIN2T/12.08505T7)
NETERMINE COS PHI AND SIN PHE
IFtR) 370, 370, 360
360 COSP=CNST

SINP=SINY
60 1O 380

370 COSP=CONS*COST+LINSSSINT
37% SINP= ABSICONS®CIST-CANS#SINT)

380 IFLT) 390,

390, «n0

3190 SINPa-— P
L Y90 SINERLEE rovarion
500 DO 410 I=xl,N

L3aLl+l
Le=L2¢1
AA=ALL3)ISCOSPHALL
AfL4)=—ALL3)6SIN?

410 AfL3)}=AA
420 CONTINUE

<

GO TO 130
DENORMALIZE VA

430 00 440 I=14M

00 460 J=]1,yK
LaMe(J-1)¢]

460 ALL)=A{L)SHII)
[4

CHECK ON COMMJ
NC=NV=-1
00 450 I=1,M

450 HUTV=HUTISHIT)

0D 470 I=1,M
F(11=0,0

D0 460 J=1,K
LeMe{J-1)+1

4)¢SINP
sAlL4adscCasP

RIMAX LOADINGS

NALITIES

460 FUI)aF(T)4#ATLI®ALL)
470 DCIVSHIEI-F(I)

46

RETURN
END

VARMNX
VARMX
YARMX
VARMX
VARMX
VARMX
VARMX
VARMX
VARMX
VARNX
VARMX
VARMX
VARMX
VARMX
VARMX
VARMX
VARMX
VARNX
VARMX
VARMX
VARMX
VARMX
VARMX
VARMX
VARMX
VARMX
VARMX
VARMX
VARMX
VARMX
VARMX
VARMX
VARMX
VARMX
VARMX
VARMX
VARMX
VARMX
VARMX
VARNMX
VARMX
VARMX
VaRMX
VARMX
VARNX
VARMX
VARMX
VARNX
VARMX
VARMX
VARMX
VARMX
VARMX
VARMX
VARMX.
VARMX
VARMX
VARNX
VARMX
VARMX
VARMX
VARMX
YARMX
VARMX
VARMX
VARMX
VARMX
VARMX
VARMX
VARMX
VARMX
VARMX
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VARMX
VARMX
VARMX
VARMX
VARNX
VARMX
VARMX
VARMX
VARMX
VARMX
VARMX
VARMX
VARMX
VARMY
VARMX
VARMX
VARMX
VARMX
VARMYX
VARMX
VARMX
VARMX
VARMX
VARMX
VARMX
VARMX

BNCAR W~

T
98
9

VARMX1 0N
VARPMXLOL
VARMX102
VAR®X103
VARMX1 04
VARMX]05
VARMX106

VARMX107
VARMX] 08

VARMX109

VARMX
VARMX
VARMX
VARMX
VARMX
VARMX
VARMX
VARMX
VARMX
VARMX
VARMX
VARMX
VARMX
VARNX

110
11
ti2
113
114
115
116
ur
113
119
120
121
122
123

VARMX124

VARMX
VARMX

125
126

VARMX]1 27
VARMX128
VARMX129
VARMX] 30
VARMXL 31
VARMX132
VaRMY! 21

Statistics - Time Series

AUTO

This subroutine calculates the autocovariances for

lags 0, 1, 2,

ese, (L-1), given a time series of

observations Al, Ag, «uu, A.n and a number L.

R. = ._!%_
n-j+

where AVER

n-j+1

L Z (A, - AVER) (Ai+j_1-AVER) 1)

1=

[

M=
»---:>

1
n

[
il
=

number of observations in time
series A.

1, 2, 3, ..., L represent time lags
0,1, 2, ..., (L-1).

*

Subroutine AUTO

Purpose:

To find autocovariances of series A for lags 0 to

L-1.

Usage:

CALL AUTO (A, N, L,R)

Description of parameters:

A - Input vector of length N containing the
time series whose autocovariance is de-
sired,

N - Length of the vector A,

L. - Autocovariance is calculated for lags of 0,
1, 2,..., L-1.

R - Output vector of length L containing auto-
covariances of series A,

Remarks:

The length of R is different from the length of A.

N must be greater than L. Otherwise, R(1) is
set to zero and this routine exits.

Subroutines and function subprograms required:

None.

Method:

The method described by R, B, Blackman and
J, W, Tukey in The Measurement of Power

Spectra,
1959,

Dover Publications, Inc.,, New York,

-




100
10

120

130

SUBROUTINE AUTO [AsNsLeR)
DIMENSION All)eRI1)
CALCULATE AVERAGE OF TIME SERIES A
AVER=040
IF(N=L) 509504100
R{11=0,0
RETURN
DO 110 I=1sN
AVER=AVER+ALT)
FNsN
AVER®AVER/FN
CALCULATE AUTOCOVARIANCES
DO 130 J=1sl
NJsN=J+1
SUM=0.0
DO 120 I=1sNJ
1y=l4)=1
SUMESUM+ (A{1)~AVER}*(A(1J)=AVER)
FNJ=NJ
R{JIaSUM/FNJ
RE TURN
END

AUTO 21

CROSS

This subroutine calculates the crosscovariances of
series B lagging and leading A, given two time
series Ay, Ao, ..., An and By, By, «ve, By and
given a number L.

(a) B lags A:

n-j+1
1
Ry = o 2 : (Aj - AVERA) (Bj+j-1 - AVERB)
i=
@)
(b) B leads A:
n-j+1 @)
1
8 = a1 Z | (A4j-1 - AVERA) (Bj - AVERB)
i=1
1 n
where AVERA = = Z Ai
i=1
AVERB

e
. Mu
-

-
]
[y

n = number of observations in each
gseries.

j=1, 2, ..., L represent time lags
(or leads)of 0, 1, 2, ..., (L-1).

Subroutine CROSS

Purpose:
To find the crosscovariances of series A with
series B (which leads and lags A),

Usage:
CALL CROSS (A,B,N,L, R, S)

Description of parameters:

A - Input vector of length N containing first
time series.

B - Input vector of length N containing second
time series.

N - Length of series A and B.

L. - Crosscovariance is calculated for lags and
leadsof 0, 1, 2,..., L-1.
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R - Output vector of length L containing cross-
covariances of A with B, where B lags A,
S = Output vector of length L containing cross-
covariances of A with B, where B leads A.
Remarks:

N must be greater than L. K not, R(l) and S(1)
are set to zero and this routine exits.

Subroutines and function subprograms required:
None.

Method:
The method is described by R, B. Blackman
and J, W, Tukey in The Measurement of Power
Spectra, Dover Publications, Inc,, New York,

1959.

SUBROUTINE CROSS {AsBsNsLsRIS) CROSS 1
DIMENSION AL1148(1)sR{1)sS(1) CROSS 2

< CALCULATE AVERAGES OF SERIES A AND B CROSS 3
FN=N CROSS 4
AVERA2040 CROSS 5§
AVERB=0.0 CROSS 6
1FIN=L150+50+100 CROSSMO1

50 R(1)00.0 CROSSMO2
5(1120,0 CROSSMO3
RETURN CROSSMO4

100 DO 110 I=1,N CROSSMOS
AVFRASAVERA+A(D} CROSS 8

110 AVERB=AVERB+BI(T) CROSS 9
AVERA=AVERA/FN CROSS 10
AVERB=AVERB/FN CROSS 11

C CALCULATE CROSSCOVARTANCES OF SERIES A AND B CROSS 14
NO 130 J=let CROSS 15
NJzNaJ+1 CROSS 16
SUMR=0.0 CROSS 17
SUMSa040 CROSS 18

DO 120 I=1sNJ CROSS 19
1Jeted=1 CROSS 20

SUMR=SUMR+ (A(T)~AVERA) #{3(1J}=AVERB)
SUMSaSUMS+{A{T1J)=AVFRAI#{BI1)=AVERB)
FNJIsNJ

QtJ) sSUMR/FNJ

CROSSMO6
CROSSMOT
CROSS 23
CROSSMOB
S{J)=SUMS/FNJ CROSSMO9
RETURN CROSS 26
END CROSS 27

12

o

=3
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SMO

This subroutine calculates the smoothed or filtered
series, given a time series Al, Ag, ..., An, a se-
lection integer L, and a weighting series Wy, Wa,

ceey W

m

R, = Z Al v (1)
=1

where p= j L - L+ k

k=1i-IL+ 1

i=ILtoIH
o Lm-h) @
I =n- L(m-1) @)
2
L = a given selection integer. Forexample,
L = 4 applies weights to every 4th jtem
of the time series.
m = number of weights. Must be an odd

integer. (I m is an even integer, any
fraction resulting from the calculation

of H%H in (2) and (3) above will be
truncated.
n = number of items in the time series.
From IL to IH elements of the vector R are filled

with the smoothed series and other elements with
Zeros,

Subroutine SMO

Purpose:
To smooth or filter series A by weights W.

Usage:
CALL SMO (A,N,W,M, L,R)

Description of parameters:
A - Input vector of length N containing time
series data.
N - Length of series A,
W - Input vector of length M containing weights.



M - Number of items in weight vector. M
must be an odd integer. (If M is an even
integer, any fraction resulting from the
calculation of (L*(M-1))/2 in (1) and (2)
below will be truncated. )

L - Selection integer. For example, L=12
means that weights are applied to every
12" jtem of A, L=1 applies weights to
successive items of A, For monthly data,
L=12 gives year-to-year averages and
L=1 gives month-to-month averages.

R - Output vector of length N. From IL to IH
elements of the vector R are filled with the
smoothed series and other elements with
zero, where

IL=(L*(M-1))/2+1 cevvnennas (1)
H=N-(L*(M-1))/2 ¢evsseesee (2)

Remarks:
N must be greater than or equal to the product of
L*M.,

Subroutines and function subprograms required:
None.

Method:
Refer to the article '"FORTRAN Subroutines for
Time Series Analysis', by J, R, Healy and B, P,
Bogert, Communications of ACM, V,6, No. 1,
Jan., 1963.

SUBROUTINE SMO {4 ¢NeWs™yLoR) SMO
OIMENSION Af1),Wt 1) ,RELD SMD

< INITIALTZATION 5MO
00110 I=t,N SMO

110 RI11=0,0 SMO.
IL=(Le(M-1)1/2+} SO
I[HaN=(L®(M=1}1/2 SH0

c SMDOTH SERIES A AY WEIGHTS W SMO
00 120 [=IL,IH SMO
K==L+l SKn 10

DO 120 J=1sM SKO 11

CBNF NN~

1PalJdsL)-Lex SMO 12
120 RETIsRELICALIPISWLY) SMO 13
RETURN SMO 14
END SmMO 15

EXSMO

This subroutine calculates a smoothed series Sl,
Sz, e SNX’ given time series Xl, KXoy eee, XNX
and a smoothing constant «. Also, at the end of the
computation, the coefficients A, B, and C are given
for the expression A + B(T) + C(T)2/2. This ex-
pression can be used to find estimates of the smoothed
series a given number of time periods, T, ahead.

The subroutine has the following two stages for
i=1, 2, ..., NX, starting with A, B, and C either
given by the user or provided automatically by the
subroutine (see below).

(a) Find S; for one period ahead
8, = A+ B+ .5C @)

(b) Update coefficients A, B, and C

A=X+ L-a) ®, - X,) @)
B = B+C-1.5(a2)(2-a)(Si—Xi) @)
C=C-(a)@,-X,) (4)

where a = smoothing constant specified by the user
(0.0 < a <1,0).

If coefficients A, B, and C are not all zero (0. 0),
take given values as initial values. However, if
A =B= C= 0.0, generate initial values of A, B,
and C as follows:

C =X, -2X, + X, 5)
B=X2—X1-1.SC ' (6)
A =X -B-0.5C )

Subroutine EXSMO

Purpose:
To find the triple exponential smoothed series S
of the given series X.

Usage:
CALL EXSMO (X,NX,AL,A,B,C, §)

Description of parameters:
X - Input vector of length NX containing
time series data which is to be ex-
ponentially smoothed.
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The number of elements in X,
Smoothing constant alpha. AL must
be greater than zero and less than
one.

Coefficients of the prediction equa-

tion where S is predicted T periods

hence by
A + B*T + C¥*T*T/2.

As input: If A=B=C=0, program
will provide initial values.
Ifatleastone of A, B,C is
not zero, program will
take given values as initial
values.

As output: A, B,C, contain latest, up-
dated coefficients of pre-
diction.

Output vector of length NX contain-

ing triple exponentially smoothed

time series.

Remarks:
None.

Subroutines and function subprograms required:
None,

Method:
Refer to R. G. Brown, 'Smoothing, Forecasting
and Prediction of Discrete Time Series!,
Prentice-Hall, N.J., 1963, pp. 140 to 144,

SUBROUTINE EXSMO (XsNXsALsAsBeCoS)
DIMENSION X{1)sS01})
4 IF A=B=Cm0,0» GENERATE INITIAL VALUES OF As Bs AND C

IF{A) 140 1109 140

130 IF(B) 140y 120 140

120 IF(C) 1400 1300 160

130 Llel
L2=2
L3s3
CoXLi)=240%X{L2}#AILI}
BexiL2}=X(L1)=1s5C
A=X(L1}=B=0s5%C

140 BEele0=AL
BECUB=BE#BE®BE

EXSMO
EXSMO
EASMO
EXSMO
EXSMO
EXSKO
EXSMOMOL
EXSMOMO2
EXSMOMO3
EXSMOMOGL
EXSMOMOS
EXSMOMO6
EXSMO 10
EXSMO 11
EXSMU 12

Cwswn—

ALCUBSAL#AL*AL

c DO THE FOLLOWING FOR Is1 TO NX EXSMO 13
DO 150 IslsNx EXSMO 14

[ FIND S(I) FOR ONE PERIOD ANEAD EX5M0 15
S(113A+B+05%C EXSMO 16

[ UPDATE COEFFICIENTS As Be AND C EXSMO 17
DIFaStI)=x(1) EXSMO 18
A=x{1)+BECUB*DIF EXSMO 19
D=B+C=1a5%AL®AL#(2,0=AL) #DIF EXSMO 20

150 C=C~ALCUB®DIF EXSMO 21
RETURN EXSMO 22

END EXSMO 23
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CHISQ

This subroutine calculates degrees of freedom and
chi-square for a given contingency table A of ob-
served frequencies with n rows (conditions) and m
columns (groups). The degrees of freedom are:

df. = a-1) (m-1) (1)

If one or more cells have an expected value of less
than 1, chi-square is computed and the error code
is set to 1. *

The following totals are computed:

m
T, = E AiJ, i=1, 2, ..., n(rowtotals) (2)
j=1
n
T. = = .
i Z Ai],J 1, 2, ..., m (column totals)
i=1 (3)
n
GT = 3 1, (grand total) w
i=1
Chi-square is obtained for two cases:
(a) for 2 x 2 table:
GT(‘ A11892 ~ A2 Agy _GT )2
2 2
T @A
Byt A gt Aga) Ay + Ay A 5+ Ag)
(5)
(b) for other contingency tables: A
. gAij - E1> 2
255> ®
i=1 j=1 )
TiTj
where Eij =~GT
i = 1, 2, eey, I
-
j=1,2, ..., m :



Subroutine CHISQ

Purpose:
Compute chi-square from a contingency table.

Usage:
CALL CHISQ(A, N, M, CS, NDF, IERR, TR, TC)

Description of parameters:

A - Input matrix, N by M, containing con-
tingency table.

N - Number of rows in A.

M - Number of columns in A,

Cs - Chi-square (output).

NDF - Number of degrees of freedom (output).

IERR - Error code (output):

0 - Normal case.

1 - Expected value less than 1.0

in one or more cells.

3 - Number of degrees of freedom

is zero.

TR -~ Work vector of length N.
TC - Work vector of length M.

Remarks:

Chi-square is set to zero if either N or M is one

(error code 3).

Subroutines and function subprograms required:

None.

Method:
Described in S. Siegel, '"Nonparametric Statis-

9

10

11

12

-]

-3

o

o

tics for the Behavioral Sciences', McGraw-Hill,

New York, 1956, Chapter 6 and Chapter 8.

SUBROUTINE CHISQLAMNSMICSINDF e JIERRITRITCH
OIMENSION A{1}eTRI1I2TCIY)
KMsN#M
1ERR=0
CSu0e0
FIND DEGREES OF FREECOM
NDFe({N=]1)®#(M=])
IFINDF) 8545410
1ERR®3
RETURN
COMPUTE TOTALS OF ROWS
DO 90 l=1sN
TR{1)20e0
lJ=1=N
DO 90 JelsM
lJ=1JeN
TRUIIsTRIII+ALLD)
COMPUTE TOTALS OF COLUMNS
1J=0
DO 100 JewleM
TCtJI=0e0
DO 100 IsleN
l1dalJel
TCIJIaTCIIIAL L)
COMPUTE GRAND TOTAL
GT=040
00 110 IslsN
GTeGTeTRI L)
COMPUTE CHI SGUARE FOR 2 BY 2 TABLE (SPECIAL CASE}
IFiNM=6) 13001209130
Lis=1
L2s2
L3=3
Lens
CS=GTO®(ABSIAILLI®AILAI=ALL2I#AILS) 1=0T/2,01€02/(TCILLIOTCILY)
1eTRILII®TRIL2))
RETURN

CHIS0
CHISG
CHISO
CHISQ
CHISQ
CHiSQ
CHISQ
CH1SQ
CHISO
CHiSG 10
CHISG 25
CHISAMOY
cHise 27
CHISQ 28
CHls@ 29
CHISG 30
CHISQ 31
CHISQ 32
CHi50 33
CHISQ 34
CHISQ 35
CH1S0 36
CHISQ 37
CHISQ 38
CH1SQ 39
CHISQ &0

R N

CHISQ &l
CHISO &2
CHISQ &3
CHISQA &6
CHISAMO
CHISOMOS
CHISGMO6
CHISQMOT
CHISQMO8
CH15QMO9
CHISU &7

4
130 ju=0

COMPUTE CHI SQUARE FOR OTHER CONTINGENCY TABLES

00 140 JalM
00 140 1=1sN
ld=ly+l
EaTR{])®TCLII/GT
I€IS=1,00 135+ 140¢ 140
135 [ERR=]
140 CS9CS+IALIJI=EItALINI=E) /E
RETURN
END

CHISO &8
CHISC 49
CHISQ 50
CHISO 51
CHISQ 82
CHisa 53
CHISGMO2
CHISAMO3
CHise 5
CH1SQ 9%
CHISQ 56
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UTEST

This subroutine tests whether two independent groups
are from the same population by means of the Mann-
Whitney U-test, given an input vector A with smaller
group preceding larger group. The scores for both
groups are ranked together in ascending order. Tied
observations are assigned the average of the tied
ranks.

The sum of ranks in the larger group, R2, is cal-
culated. The U statistic is then computed as follows:

n, (n2 + 1)
1 = ————
U' = n n, + 5 R, (1)
where n, = number of cases in smaller group
n, = number of cases in larger group

= - 1]
U n1 n2 U
fU'< U,setU =1 2)

A correction factor for ties is obtained:

t3 -1
T = E 12 @)
where t = number of observations tied for a given
rank

The standard deviation is computed for two cases:

(ay f T=0

) n, n, (n1+n2+ 1) .
s = 1 (4)

() FT>0

_ %Y (W -x )
s = ¢<N(N-1)) ( T ®)

where N = total number of cases (n1 +n

9)
The significance of U is then tested:
U-X

Z = = (6)

Ry

2

where X = mean =

Z is set to zero if n2 is less than 20.

52

Subroutine UTEST

Purpose:
Test whether two independent groups are from
the same population by means of Mann-Whitney
U-test.

Usage:
CALL UTEST(A,R,N1,N2,U, Z)

Description of parameters:

A - Input vector of cases consisting of two
independent groups. Smaller group pre-
cedes larger group. Length is N1+N2.

R - Output vector of ranks. Smallest value
is ranked 1, largest is ranked N. Ties
are assigned average of tied ranks.
Length is N1+N2.

N1 - Number of cases in smaller group.

N2 - Number of cases in larger group.

U - Statistic used to test homogeneity of the
two groups (output).

Z - Measure of significance of U in terms of

normal distribution (output).

Remarks:;
Z is set to zero if N2 is less than 20,

Subroutines and function subprograms required:
RANK
TIE

Method:
Described in S. Siegel, 'Nonparametric Statis-
tics for the Behavioral Sciences', McGraw-Hill,
New York, 1956, Chapter 6.

SUBROUTINE UTEST{A R¢NLsN2,U,2) UTEST 1
DIMENSION a{1)4RL 1) UTEST 2

[ RANK SCORES FROM BOTH GROUP YOGFTHER IN ASCENDING ORDER, ANO UTEST 3
[ ASSIGN TIED DASERVATIONS AVERAGE OF TIED RANKS UTEST &
N=NT#N2 UTEST &

CALL RANK{A4R,N} UTEST 6
2=0.0 UTEST 7

c SUM RANKS TN LARGFR GRNUP UTEST 8
R2=0,0 UTEST 9
NP=Nlel UTEST 1n

00 10 [=NP,N UTEST 11

10 R2zR2+R {1} UTEST 12

4 CALCULATE u UTEST 13
FNX=N1®N2 UTEST L4

FNan UTESY 15
FN2aN2 UTEST 16
UP=FNX+FN2®({FN2+¢1.0)/2.01-R? UTEST 17
UsFNX=-UP UTEST 18
TFLUP-U) 20,30,3) UTFSY 19

20 ysup UTEST 20

c TEST FOR N2 LESS THAN 20 UTEST 21
30 IFIN2-20) 80440440 UTEST 22

C COMPUTE STANDARD DEVIATION UTEST 23

40 KT=l
CALL TIE(RIN.KT,TS)
[F{TS} 50,60,50

50 SaSORTEIFNX/{FN®{FN=1,0)) )8 LLFNOFNOFN-FN} /12,03=T5))
co To 70

60 S=SQRTIFNX®{FN+1.01/12.0)

4 COMPUTE 2

70 2={U-FNX®G.51/5

80 RETURN UTEST 32
END UTEST 33

UTESY 24
UTEST 25
UTEST 26
UTEST 27
UTEST 28
UTFST 29
UTEST 30
UTFST 31



TWOAV

This subroutine determines the Friedman two-way
analysis of variance statistic, given a matrix A with
n rows (groups) and m columns (cases). Data in

each group is ranked from 1 to m.

are assigned the average of the tied ranks.
The sum of ranks is calculated:

RJ. = Z Aij (1)

i=1

Friedman's statistic is then computed:

X2=

12
r nm(m+l)

m 2
E (Rj) - 3n(m+ 1) (2)
=1

The degrees of freedom are:

m-1 (3)

Subroutine TWOAV

Purpose:

Test whether a number of samples are from the
same population by the Friedman two-way
analysis of variance test.

Usage:

CALL TWOAV(A, R, N, M, W, XR, NDF, NR)

Description of parameters:

§222w>

DF -

2 2

Remarks:
None.

Input matrix, N by M, of original data.
Output matrix, N by M, of ranked data.
Number of groups.

Number of cases in each group.

Work area of length 2*M.

Friedman statistic (output).

Number of degrees of freedom (output).
Code: 0 for unranked data in A; 1 for
ranked data in A (input).

Subroutines and function subprograms required:

Rank.

Method:

Described in S, Siegel, '"Nonparametric Statis-
tics for the Behavioral Sciences', McGraw-Hill,
New York, 1956, Chapter 7.

Tied observations

20

3

-

3

~

35

40
S0

su8
DI

ROUTINE TWOAV (AyReNsMoWeXR,NDFyNR)
ENSION Af{1),R{1),W(1}

DETERMINE WHETHER DATA TS RANKED

1F(

oo
142
K=
nn
1=
wiJ
CAL
(]
1K=
W=
R(1
GO
NM=
o0
REI

RTS:
IR=
00

RT=
[el¢]

1R=
RT=
RTS!

NR-1) 10, 30, 10

RANK DATA IN EACH GROUP AND ASSIGN TIED ORSERVATINNS AVERARE
NF TIED RANK

20 I=1,N

I-N

]

15 J=l+M

TJ#N

F=ALL1Y)

L RANK [W,W{Me1),M)

20 J=1.,M

IKeN

M+J

[SELIRLE

T0 35

Neu

32 1=1,NM

)=ALD)

CALCULATE SUM OF SQUARES OF SUMS OF RANKS
Q=0.0

o

50 J=1.M

0.0

40 [=14N

IR+1

RT+R{IR)

Q=RTSQ+RT*RT

CALCULATE FRIZOMAN TEST VALUE, XR

FNM=N*{Me L)

Fuz
XR=

NDF
RET
END

L]
{12.0/(FMOFNM) ) SRTSQ~3, NEFNM
FIND DEGRFES IF FREEOOM
sM-1

URN
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THDAY
THOAV
TROAV
THDAY
TWOAY
THOAV
TWOAV
THDAV
TWNAY
TWaAY
TH0AV
TWOAV
THNAY
TwWoAV
THOAV
TWNAV
TWOAV
Tw0AY
Twoav
THOAV
TWNAV
TWNAV
TWOAV
Twnav
TWnay

TWAV 2
THOAV 2

THOAV
TWoav
TWOAV
TWnav
TWoAV
Twnav
THOAV
TWnAY
THNAY
TWNaV
THRAY



QT EST

This subroutine determines the Cochran Q-test
statistic, given a matrix A of dichotomous data with
n rows (sets) and m columns (groups).

Row and column totals are calculated:

m
Z A (row totals) )
wherei= 1,2, ..., n
n
= E Aij (column totals) (2)
i=1

where j=1,2, ..., m

The Cochran Q statistic is computed:

m 2 m 2
m~1 m G, - G,
el LD I DR
- =1 =1
Q= - - 3)
m Z L L
i=1 i=1
The degrees of freedom are
df=m-1 )

Subroutine QTEST

Purpose:
Test whether three or more matched groups of
dichotomous data differ significantly by the
Cochran Q-test.

Usage:
CALL QTEST(A, N, M, Q,NDF)

Description of parameters:
A - Input matrix, N by M, of dichotomous
data (0 and 1).
N - Number of sets in each group.
M - Number of groups.
Q - Cochran Q statistic (output).
NDF Number of degrees of freedom (output).

Remarks:
M must be three or greater.

54

Subroutines and function subprograms requirad;
None.

Method:
Described in S. Siegel, 'Nonparametric Statis-

tics for the Behavioral Sciences', McGraw-Hill,

New York, 1956, Chapter 7.

SUBROUTINE QTEST(ANsMeQyNDF) QTEST 1
DIMENSION A(1) QUEST 2

4 COMPUTE SUM OF SQUARES OF ROW TOTALS, RSQy AND GRAND TOTAL OF QTEST 13
c ALL ELEMENTS, 6D QTEST &
RSQ=0.0 QTEST §
GD=0,0 QTEST &

00 20 t=14N QTEST 7
TR=20,0 OTESYT 8
tJa1-N QTEST 9

DO 10 Jal M QTEST 10
1JalJeN QVEST |1

10 TR=TR+A[1J) QVESY |2
GD=GO+TR QTEST 11

20 RSQ=RSQ4TReTR QTEST 14

[ COMPUTE SuM OF SQUARES OF COLUMN TOTALS, CSQ QTEST 13
€5Q=0.0 QTEST 16

14=0 QTEST 17

00 40 J=l.,M QTESY 13
1C=0.0 QTEST 19

00 38 [=1.N ATEST 20
1JelJel QTEST 2t

30 TC=TC+ALLY) QTEST 22

40 C5Q=CSQ+TC*TC QTFST 23

c COMPUTE COCHRAN Q TEST VALUE QTEST 2o
FMaM QVEST 25

Qe {FM=1.0}*{FMOCS Q-GD*GD) /| FMEGO-RSQ) QTEST 24

[4 FINO OEGREES OF FREEGOM QTEST 27
NOF=M-1 QUEST 28
RETURN QUEST 29

END QUEST 30

)



SRANK

This subroutine measures the correlation between
two variables by means of the Spearman rank
correlation coefficient, given two vectors of n
observations for the variables.

The observations on each variable are ranked
from 1 to n. Tied observations are assigned the
average of the tied ranks.

The sum of squares of rank differences is calcu-
lated:

n 2
D=3 (&-B) )

i=1

first ranked vector

where Ai

B,
i

second ranked vector

it

n = number of ranks

A correction factor for ties is obtained:
3
t -t
Ta = Z 12
3
t -t
Tb - Z 12

where t = number of observations tied for a given
rank

over variable A

@)

over variable B

The Spearman rank correlation coefficient is then
computed for the following two cases:

(a) if Ta and Tb are zero,
6D
ro= 1- 3 (3)
n -n

() if Ta and/or T, are not zero,

b
rs =£_u_ )
2 \/XY
113 -1
where X = ——- T, (5)
113 -n
Y=——-T, (6)

The statistic used to measure the significance of rg is:

t=r of B2 )
s 2
1-r

The degrees of freedom are:

d.f. = n-2 (8)

Subroutine SRANK

Purpose:
Test correlation between two variables by means
of Spearman rank correlation coefficient.

Usage:
CALL SRANK(A, B,R, N, RS, T,NDF, NR)

Description of parameters:

A - Input vector of N observations for first
variable.

B - Input vector of N observations for sec-
ond variable.

R - Output vector for ranked data, length is

2*N. Smallest observation is ranked 1,
largest is ranked N. Ties are assigned
average of tied ranks.

N - Number of observations.

RS -~ Spearman rapnk correlation coefficient
{output).

T - Test of significance of RS (output).

NDF - Number of degrees of freedom (output).
NR - Code: 0for unranked data in A and B;
1 for ranked data in A and B (input).

Remarks:
T is set to zero if N is less than ten.

Subroutines and function subprograms required:
RANK
TIE

Method:
Described in S. Siegel, 'Nonparametric Statis-
tics for the Behavioral Sciences', McGraw-Hill,
New York, 1956, Chapter 9.

SUBKROUTINE SRANK{AIBsRyNsRSs ToaNDF 4NR), SRANK 1
DIMENSION A{1)eBl1}sRE1} SRANK 2

D=N SRANKMOL
FANN=D®0#D=0 SRANKMOZ2

4 DETERMINE WHETHER DATA IS RANKED SRARK
IFINR=1) 83 10y 5 SRANK

4 RANK DATA IN A AND B VECTORS AND ASSIGN TIED OBSERVATIONS SRANK
[ AVERAGE OF TIED RANKS SRANK
5 CALL RANK (AsRsN) SRANK

CREY-JUN Y

Statistics — Nonparametric 55



56

10
20

30

40

E

-3

5%
57

6!

e

0
75
ec

CALL RANK {BsR(N+1}sN}
GO 70 &0
MOVE RANKED DATA TO R VECTOR
00 20 I=1sN
R(1)=A(1)
B0 30 I=1sN
Jal+N
RtJI=BL])
COMPUTE SUM OF SQUARES OF RANK DIFFERENCES
Dage0
DO 50 I=1sN
Jel+N
OsD+(RIII=REJIIMIRITI~RII))
COMPUTE TIED SCORE INDEX
KTa}
CALL TIE {ReNsKToTSA?
CALL TIE (RIN+1)eNsKT+TSB)
COMPUTE SPEARMAN RANK CORRELATION COEFFICIENT
IFITSA) 60455460
IF(TSB) €0457960
RSx140-6.0#D/FNNN
Ge TO 70
X=FNNN/12+0=-TSA
YaX+TSA=TSB
RSa (X+Y=D)/(2,0#(SARTIX*Y}])
COMPUTE T AND DEGREES OF FREEDOM IF N I5 10 OR LARGER
T=040

IFIN=101 80+75+75
T=RS*SQRT{FLOAT (N=21/{1+U~R5#%RS))
NDF e=2

RETURN

END

SRANK
SRANK
SRANK
SRANK
SRANK
SRANK
SRANK
SRANK
SRANK
SRANK
SRANK
SRANK
SRANK
SRANK
SRANK
SRANK
SRANK
SRANK
SRANK
SRANK
SRANK
SRANK
SRANK
SRANK
SRANK
SRANK

SRANK, 35

SRANK
SRANK
SRANK
SRANK
SRANK

KRANK

The subroutine computes the Kendall rank correla-
tion coefficient, given two vectors of n observations
for two variables, A and B. The observations on
each variable are ranked from 1 to n. Tied observa-
tions are assigned the average of the tied ranks.
Ranks are sorted in sequence of variable A.

A correction factor for ties is obtained:

T = Z _1:_(1:_2-_1) for variable A

®

_ t({d-1) .
Tb = Z —5 for variable B

where t = number of observations tied for a given
rank

The Kendall rank correlation coefficient is then
computed for the following two cases:

(a) if Ta and Tb are zero,

T :-1_.S__ (2)
2n n-1)
where n = number of ranks
S = total score calculated for ranks in vari-

able B as follows: selecting each rank in
turn, add 1 for each larger rank to its
right, subtract 1 for each smaller rank
to its right.

() if Ta and/or Tb are not zero,

S

1 1
‘/En (n-1) - Ta 4En (n-1) - Tb

@)

The standard deviation is calculated:

2 (2n.+ 5) "
9n(n-1) *)

The significance of 7 can be measured by:

_
z = 5)

)



)

Subroutine KRANK

Purpose:

Test correlation between two variables by means

of Kendall rank correlation coefficient.

Usage:

CALL KRANK(A, B, R, N, TAU, SD, Z, NR)

Description
A -

B -

TAU -

SD -

NR -

Remarks:
SD and Z are set to zero if N is less than ten.

of parameters:

Input vector of N observations for first
variable.

Input vector of N observations for sec-
ond variable.

Output vector of ranked data of length
2*%N. Smallest observation is ranked 1,
largest is ranked N. Ties are assigned
average of tied ranks,

Number of observations.

Kendall rank correlation coefficient
(output).

Standard deviation (output).

Test of significance of TAU in terms of
normal distribution (output).

Code: 0 for unranked data in A and B;

1 for ranked data in A and B (input).

Subroutines and function subprograms required:

RANK
TIE

Method:
Described in S. Siegel, 'Nonparametric Statis-
tics for the Behavioral Sciences!, McGraw-Hill,
New York, 1956, Chapter 9.

oo

ano

SUBROUTINE KRANK( AR R4N¢TAU.SO,Z,NRY} KRANK 1
DIMENSTON AT1)¢Bf 114RIL) KRANK 2
SD=0.0 KRANK 3
2=0.0 KRANK &
FNaN KRAKK 5
FNL=N*{N-1) KRANK &
DETERMINE WHETHER DATA IS RANKED KRANK 7
{FINR=1} 5y 10y 5 KRANK 8§
RANK DATA IN A AND B VECTORS AND ASSIGN TIED OBSERVATIONS KRANK 9
AVERAGE OF TICD RANKS KRANK 10

S CALL RANK {A4R.N) KRANK 1)
CALL RANK (B,RINt1),N} KRANK 12
G0 TD 40 KRANK 13
MOVE RANKED DATA TD R VECTOR KRANK 14

10 00 20 Ial,N KRANK 15
20 RUIV=ALY) KRANK 16
B0 30 I=l,N KRANK 17
J=leN KRANK 18
30 R{JI=RLN) KRANK 19
SORT RANK VECTOR R IN SEQUENCE OF VAR[ABLE A KRANK 20

40 ISORT=0 KRANK 21
D0 50 I=2,N KRANK 22
FFIRCEI-REE=1)) 45,5050 KRANK 23
45 [SORT=ISORT+1 KRANK 264
RSAVE=R{[) KRANK 25
R{NI=RLTI-1} KRANK 26
R{I-1)YaRSAVE KRANK 27
12=14N KRANK 28
SAVER=R(§2) KRANK 29
R{12}=R{2~1) KRANK 30
REI2-1)=SAVER KRANK 31
50 CONTINUE KRANK 32
CIFCISNRY) 40,55,40 KRANK 33
COMPUTE S ON YARIABLE B, STARTING WITH THE FIRST RANK, ADD 1 KRANK 3

TO S FNR EACH LARGER RANK TO ITS RIGHT AND SUBTRACY 1 FOR EACH KRANK 35
SMALLER RANK., REPEAT FOR ALL RANKS. KRANK 36

55

56

60"

67

§$=0,0
NMaN=]
00. 60 1=1.NM
JaN+]
00 60 L=i,N
KaN+L
IFIRIRI-R{JV) 564 60,57
§$=5-1.0
GO TO 60
$=5¢1,0
CONTINUE
COMPUTE TIED SCORE [NDEX FOR BATH VARIABLES
KT=2
CALL TIE{R,NyKT,T A}
CALL TLE{RIN®1) 4N ,KT,TR)
COMPUTE Tay
1FLTA) 70,65,70
IFLTRY 70467,70
TAU=S5/(0.5*FNI)
60 1O 8”0
TAU=S/[(SQRT(0.S5¢FN1-TAPI *{SQRT(0.5¢FNL-TB)))
COMPUTE STANDARD DEVIATION AND Z IF N IS 10 DR LARGER
IF{N-10) 90,R5,85
SD={SQRTL{Z2.C*{FV+FN#S. N1/ (9.0¢FNLY))
2aTAU/SD
RE TURN
END

KRANK
KRANK
KRANK
KRANK
KRANK
KRANK
KRANK
KRANK
KRANK
KRANK
KRANK
KRANK
KRANK
KRANK
KRANK
KRANK
KRANK
KRANK
KRANK
KRANK
KRANK
KRANK
KRANK
KRANK
KRANK
KRANK
KRANK
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WTEST

This subroutine computes the Kendall coefficient of
concordance, given a matrix A of n rows (variables)
and m columns (cases). The observations on all
‘variables are ranked from 1 to m. Tied observa-

tions are assigned the average of the tied ranks.
A correction factor for ties is obtained:

T = t -t (1)

where t = number of observations tied for a given
rank

Sums of ranks are calculated:

Y. = R, 2)

where j=1,2,..., m

From these, the mean of sums of ranks is found:

Y,
i
— i=1
R = 3)

The sum of squares of deviations is derived:

= ~2
s=3% (4-R @)
i=1

The Kendall coefficient of concordance is then
computed:

W= 2 3s ()
127 (m -m)-nT

For m larger than 7, chi-square is:
2
X = nm-1)W (6)

The degrees of freedom are:

df. =n-1 (N
Subroutine WTEST
Purpose:

Test degree of association among a number of
variables by the Kendall coefficient of concord-
ance.

58

Usage:

CALL WTEST (A, R, N, M, WA, W, CS, NDF, NR)

Description of parameters:

A - Input matrix, N by M, of original data.

R - Output matrix, N by M, of ranked data.
Smallest value is ranked 1; largest is
ranked N. Ties are assigned average
of tied ranks.

N ~ Number of variables.

M - Number of cases.

WA - Work area vector of length 2*M.

w - Kendall coefficient of concordance

(output).
CS - Chi-square (output).
NDF - Number of degrees of freedom (output).

NR - Code: 0 for unranked data in A; 1 for
ranked data in A (input).
Remarks:

Chi-square is set to zero if M is 7 or smaller.

Subroutines and function subprograms required:

RANK
TIE

Method:

onn

Described in S. Siegel, '"Nonparametric Statis-
tics for the Behavioral Sciences!, McGraw-Hill,
New York, 1956, Chapter 9.

SUBROUTINE WTFST [AyRyN¢M WA, W,CSyNDF,NRY WIFST
DIMENSION ACL).RUL) WALL) WYEST 2
FHen MWTEST 3
FN3N WTEST &
DETERMINE WHETHER DATA IS RANKEO WIFST 5

RANK DATA FOR ALL VARTABLES ASSIGNING TIFD NASFRVATINNS AVERAGEWTEST o

OF TIED RANKS AND COMPUYE CNRRECTION FOR TIED SCARES WTEST 7
720.0 WTEST A
KTzl WTEST 9
D0 20 1=1,N WYFST In
Ly=si-N WTFST 11
Ik=1J WTEST 12
IFINR-1) 5,2,5 WTFST 13

2. D0 3 Jsl,M WTEST L4
Ti=1JeN . WTEST 1S
KaMs g WTEST &

3 WAIK)=ALLJ) WYEST 17
GO TO 15 WTEST 18

5 DN 10 J=1,M WIFST 19
Td=1JeN WIFST 20

10 WALII=ALLD) WTEST 21
CALL RANK(WA,WA{M+1),4) WTFSY 22
15 CALL TVIE{WA{M#1), M,KT,T1} MTFST 23
T=TeT] WIFST 24
DO 20 J=i,M WIEST 25
IK=IKeN HIFST 26
Inaney WIFST 27

20 RUIK)aWAl W) WTEST 28
CALCULATE VECTOR NF SUMS OF RANKS WTEST 29

IR=0 WTFST 30
0O 40 Jal,M WTEST 3t
WATJ}=0.0 WIEST 32
B0 40 I=i,N WTEST 33
IR=[Re] WTEST 34
40 WALJ)=WATJI+RUIRY WTEST 35
COMPUTE MEAN JF SUMS NF RANKS WTEST 36
SH=0,.0 WIEST 37
b0 50 Jal,M . WTEST 238
50 SM=SMewA(d) WTEST 39
SHaSH/FM NTEST 40
COMPUTE SUM OF SQUARES NF NEVIATIONS WIEST 41
S=0,0 WTEST 42
DO 60 J*1.M WYEST 43
60 S=Se(WALII-SMIS{LALI)-SH) WTEST 44
COMPUTE W WTEST 45
WeS/{LIFNSFN) S {FASFHOFN-FM)/12,0)=FNeT) WTEST &6
COMPUTE DEGREFS OF FREFOOM AND CHI-SQUARE If M 1S NVER 7 WYEST &7
£5=0,.0 WTEST 48
NDF =0 WTEST 49
TFIN=T} T0N,70,6% WTEST 50
65 CSsFNS(FM-1,0)0% WYEST 61
NDFam-} WTEST 82
70 REVURN WIEST 53
END WTEST 54



RANK

Purpose:
Rank a vector of values.

Usage:
CALL RANK(A, R, N)

Description of parameters:

A - Input vector of N values.

R - Output vector of length N. Smallest value
is ranked 1; largest is ranked N. Ties are
assigned average of tied ranks.

N - Number of values.

Remarks:

None,

Subroutines and function subprograms required:
None.

Method:
Vector is searched for successively larger ele-
ments. If ties occur, they are located and their
rank value computed. For example, if two
values are tied for sixth rank, they are assigned
a rank of 6.5 (=(6+7)/2).

SUBROUTINE RANK(AsRIN)
DIMENSION A(1)sR(1)

INITIALIZATION RANK
D0 10 1=1sN RANK
10 Ril)=0s0

FIND RANK OF DATA
DO 100 Is1sN

TEST WHETHER DATA POINT IS ALREADY RANKED
IF{R(1)) 20+ 20y 100

.l
»
z
x
LR XSy e

DATA POINT TO BE RANKED RANK 10

20 SMALLe0.0 RANK 11
EQUAL=0,0 RANK 12
X=All) RANK 13
0O 30 J=1sN RANK 14
IF(AC)=X) 30 40y 50 RANK 15
COUNT NUMBER OF NDATA POINTS wWHICH ARE SMALLER RANK 16

30 SMALL=SMALL+1.0 RANK 17
GO TC 50 . RANK 18
COUNT NUMSER OF DATA POINTS WHICH ARE EGUAL RANK 19

40 EQUALSEQUAL+1a0 RANK 20
RiJ)aalyt) RANK 21

50 CONTINUE RANK 22
TEST FOR TIE RANK 23
IFLEQUAL=1,0) 60s 604 70 RANK 24
STORE RANX OF DATA POINT WHERE NO TIE RANK 28

60 R(I)=SMALL+140 RANK 26
GO TO 100 RANK 27
CALCULATE RANK OF TIED DATA POINTS RANK 28

70 P=SMALL+(EQUAL+140)/240 RANK MOl
B0 90 JelWN RANK 30
IF{RIJI+1400 904 80y 90 RANK 31

90 R{JS)=wp RANK 32
90 CONTINUE RANK 33
100 CONTINUE RANK 34
RETURN RANK 3%
END RANK 36

TIE

Purpose:

Calculate correction factor due to ties.

Usage:
CALL TIE(R, N, KT, T)

Description of parameters:
R -
ing values 1 to N.

Input vector of ranks of length N contain-

values.

Input code for calculation of correction

equation 1.

equation 2.

(output):
T=SUM(CT**3~CT)/12
T=SUM(CT*(CT-1)/2)

where CT is the number of observations
tied for a given rank.

N - Number of ranked
KT -
factor:
1 Solve
2 Solve
T - Correction factor
Equation 1
Equation 2
Remarks:
None.

Subroutines and function subprograms required:

None.

Method:

Vector is searched for successively larger

ranks. Ties are counted
or 2 summed.

SUBROUTINE TIE(R, NyKT,T)
NIMENSION RIL)

C INITIALEZATI(N

T=20.0

Ya20.0

x=1.0E 38

INp=0

c FIND NEXT LARSEST WANK
BN 30 1=si,N
TFIR{TI=-Y] 30,130,190

-

k0 IFLRITI=X) 20,40, 30
720 xsrUI)
TNDa[NDe)
3N CONTENUE
C IF ALL RANKS 4AVE BEEN TESTED, RFTURN
IFUIND) 90,90,40
40 Yax
CT=0.0
[ COUNT TIES
B0 60 I=1,N
IFIRITI=X) 60,50,40
40 CT=C¥el.0
60 CONTINUF
4 CALCULATE CORRECTION FACTNR
TELCT) 7045.70
70 TH(KT=1) 75,8075
75 TaTeLTH{CT-1,1/2.0
GO TO S

3

8

-1

TaTe{CTOCTHCT-CTI/12.0
G0 TN S

90 RETURN

END

and correction factor 1

YI1E 1
TIE 2
TIE 3
TIE -
TLE s
TIF 6
TIE 1
TIF A
TIE 9
TIE 10
Tle 11
TIE 12
TIE 13
TIE 14
TIE 15
T1E 16
TiE 17
TIF 18
TIF 19
T1€ 20
TIE 21
vig 22
TIE 23
TIE 24
TIE 25
TIE 26
TIE 27
TIE 23
TiF 29
TIE 30
TIE n
TiE 32
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Statistics - Random Number Generators

RANDU

Purpose:
Computes uniformly distributed random floating
point numbers between 0 and 1, 0 and integers in
the range 0 to 2%*15,

Usage:
CALL RANDU(IX,IY,YFL)

Description of parameters:

IX - For the first entry this must contain
any odd positive integer less than
32,768, After the first entry, IX
should be the previous value of IY com-
puted by this subroutine.

IY - A resultant integer random number re-
quired for the next entry to this subrou-
tine. The range of this number is from
zero to 2**15.

YFL - The resultant uniformly distributed,
floating point, random number in the
range 0 to 1. 0.

Remarks:
This subroutine is specific to the IBM 1130,
This subroutine should not repeat its cycle in
less than 2 to the 13th entries.
Note: If random bits are needed, the high
order bits of IY should be chosen.

Subroutines and function subprograms required:
None.

Method: .
Power residue method discussed in IBM manual
Random Number Generation and Testing (C20-
8011).

SUBROUT INE RANDUL IX,IY,YFL} RANDU
ly=1x*899 RANDY
TFIIY1546,6 RANDU
5 1Y=1ys32767¢1 RANDU
6 YFL=1Y RANDUY
YFLIYFL/32767. RANDY
RETURN RANDU
END RANDU

N

60

GAUSS

This subroutine computes a normally distributed
random number with a given mean and standard de-
viation.

An approximation to normally distributed random
numbers Y can be found from a sequence of uniform
random numbers* using the formula:

X -

K
i~ 2

y=1 1)

VvK/12

where Xi is a uniformly distributed random number,
0< Xi <1

K is the number of values Xi to be used
Y approaches a true normal distribution asympototi-
cally as K approaches infinity. For this subroutine,

K was chosen as 12 to reduce execution time. Equa-
tion (1) thus becomes:

12
Y = Z Xi ~6.0
i=1
The adjustment for the required mean and standard
deviation is then
Y'= Y*S + AM - @)

where Y' is the required normally distributed ran-
dom number

S is the required standard deviation

AM is the required mean

* R. W. Hamming, Numerical Methods for
Scientists and Engineers, McGraw-Hill, N.Y.,
1962, pages 34 and 389.




Subroutine GAUSS

Purpose:
Computes a normally distributed random num-
ber with a given mean and standard deviation.

Usage:
CALL GAUSS(IX, S, AM, V)

Description of parameters:

IX - IX must contain an odd positive integer
less than 32,768, Thereafter it will
contain a uniformly distributed integer
random number generated by the subrou-
tine for use on the next entry to the sub-
routine. )

S - The desired standard deviation of the
normal distribution.

AM - The desired mean of the normal distri-
bution.

V - The value of the computed normal random

variable.

Remarks:
This subroutine uses RANDU which is machine
specific.

Subroutines and function subprograms required:
RANDU

Method:
Uses 12 uniform random numbers to compute

normal random numbers by central limit theorem.

The result is then adjusted to match the given
mean and standard deviation. The uniform ran-
dom numbers computed within the subroutine
are found by the power residue method.

SUBRNOUTINE GAUSSE IX¢5,4M,V) GAUSS 1
A=0.0 GAUSS 2
DO 50 I=1,12 GAUSS 3
CALL RANDU{IX,1Y,Y} GAUSS 4
Ix=1Y GAUSS S
50 A=AeY GAUSS 6
VelA-6.0)85¢AM GASS 7
RETURN GAUSS B
END GAUSS 9
LY

Mathematics - Special Matrix Operations

MINV

Purpose:
Invert a maftrix,

Usage:
CALL MINV(A,N, D, L, M)

Description of parameters:

A - Input matrix, destroyed in computation
and replaced by resultant inverse.
N - Ovrder of matrix A.
D - Resultant determinant.
L - Work vector of length N.
M - Work vector of length N.
Remarks:

Matrix A must be a general matrix.

Subroutines and function subprograms required:
None.

Method:
The standard Gauss-Jordan method is used.
The determinant is also calculated. A determi-
nant with absolute value less than 10**(-20)
indicates singularity. The user may wish to
change this.

SUBROUTINE MINV(AeNsDeLoM) MINV 1
DIMENSION A{1)el{1)sM{1) MINV 2

< SEARCH FOR LARGEST ELEMENT MINV 3
D=1.40 MINV &
NK==N MINV 5

0O 80 K=lWN MINV 6
NK=NK+N MINV 7
Lik)=K MINV 8

M{K] =K MINV 9
KKSNK+K MINV 10
BIGA=A{KK} MINY 11

00 20 JskN MINV 12
[2ZaN®(J=1]) MINV 13

DO 20 I=KN MINV 14
1a12+1 MINV 13

10 IF( ABS(BIGA)= ABS(ALIJ)}) 13,20+20 MINV 16
15 BIGA=A(LIY) MINV 17
Likim] MINV 18
M{K}led MINV 19

20 CONTINUE MINV 20

C INTERCHANGE ROWS MINY 2]
JaL(x) MINV 22
IF(JmK) 35435425 MINV 23

28 KlsK=N MINV 24
00 30 f=l.N MINY 25
KI=KI+N MINV 26
HOLDs=A{KI) MINV 27
JInKI=K4+) MINV 28
A(RI}=A(IT) MINV 29

30 A{J1) =HOLD MINY 30

4 INTERCHANGE COLUMNS MINV 31
3% I=MIK) MINV 32
IF{1=X) 45945438 MINV 33

38 JPaN#[]=~1} MINY 34
DO 40 J=14N MINV 35
JKaNK+J MINV 36
J1nJp+d MINV 37
HOLD==A( UK} MINVY 38
AlJx)mALID) MINV 39

40 A({JI) =HOLD MINY 40

< DIVIDE COLUMN BY MINUS PIVOT {VALUE OF PIVOT ELEMENT 1§ MINY 41
4 CONTAINED IN BIGA) MINV 42
45 JF(ABSIBIGA)=14E~20)46446148 MINV MO3
46 020,0 MINV &4
RETURN MINV &5

uB DO 55 I=1sN MINV &b
IF(1=K) 50455450 MINV &7

30 IXK=NK+l MINY 48
A(IK}@A[LIK}/{~BIGA} MINY 49

5% CONTINUE MINV 50

< REDUCE MATRIX MINV 51
DO &5 l=1sN MINV 52
IK=NK+1 MINY 53
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60
62

L]

w

70
5

a0

100
10

bl

10

©

110
120

128

13
150

o

62

HOLDsA{ IK)
1an1=N
DO &5 J=1eN
1Js1J+N
IF(1=K} 60+65+60
IFlJ=K) 62+65+62
Kisl =]+
A{1J)sHOLD*A(KJ)+A{TI)
CONTINUE

DIVIDE ROW BY PIVOT
KJaK«N
DO 75 J=1WN
KJ=KJ+N
IF{J=K]) 7047570
AfRJI}SALIKJI)/BIGA
CONT INUE

PRODUCT OF PIVOTS
DaD#BIGA

REPLACE PIVOT BY RECIPROCAL

AlKK)s1,0/BIGA
CONTINUE

FINAL ROW AND COLUMN INTERCHANGE

K=N

K= (K=}

IFIK) 15001509108
I=L(K)

IF(I~K} 12091209108
JOsN#{K=1)
JReN#(1=1)

00 110 JelsN
JK=JO+J
HOLDe=ALJK)
JI=JR+J
AfJK}=wA(Jl)
A(JI) =HOLD
JEM(K}

IF{J=K} 10041005125
KI=K=N

00 130 IslWN
KieKI4N
HOLDsA(K])
Ji=KI=K+J
AlRD)m=A{JT)
AlJY) =HOLD

60 TO 100

RETURN

END

MINV
MINV
MINY
MINY
MINV
MINV
MINV
MINV
MINV
MINV
MINV
MINV
MINV
MINV
MINV
MINV
MINV
MINV
MINV
MINV
MINV
MINV

MOl

EIGEN

This subroutine computes the eigenvalues and eigen-

vectors of a real symmetric matrix.

Given a symmetric matrix A of order N, eigen-

values are to be developed in the diagonal element
of the matrix., A matrix of eigenvectors R is also
to be generated.

An identity matrix is used as a first approxima
tion of R.

The initial off-diagonal norm is computed:

T

i<k

1/2

<
]

14

I
A

initial norm

input matrix (symmetric)

S

@)

This norm is divided by N at each stage to produce

the threshold.

The final norm is computed:

-6
v
leo
v = _—
F N

()

This final norm is set sufficiently small that the re-

quirement that any off-diagonal element A;,, shall
smaller than v 1 in absolute magnitude defines the
convergence of the process.

An indicator is initialized. This indicator is
later used to determine whether any off-diagonal

be

elements have been found that are greater than the

present threshold.

Each off-diagonal element is selected in turn and
a transformation is performed to annihilate the off-
diagonal (pivotal) element as shown by the following

equations:

A= _Alm

= 1/2 (A11 - A

mm
w = sign (u) A
G
sin 6 = 2

Ve Vi-of

cos 6 = Vl-sinze

@)

(4)

®)

©)

(M

o



B = Ail cos O - Aim sin ©

= i (3]
C Ail sin@ + Aim cos

B = Ril cos©O - Rim sin©
= in® + 5]
Rim Ril sin© Rim cos
Rﬂ = B
2 . 2
A11 = Aﬂcos e + Ammsm ©

~-2A.  sin®© cosO
lm

b
!

A sin?@+ A cos2®
mm

mm 1
+ 2A, sin©cosO
Im
Alm = (A11 - Amm) sin©cos©

2 2
O - gsin 6
+ Alm (cos sin” 6)

(8)

®

(10)

(11)

(12)

(13)

(14)

(15)

The above calculations are repeated until all of the

pivotal elements are less than the threshold.

Subroutine EIGEN

Purpose:

Compute eigenvalues and eigenvectors of a real

symmetric matrix.

Usage:
CALL EIGEN(A, R, N, MV)

Description of parameters:

A - Original matrix (symmetric), destroyed
in computation. Resultant eigenvalues
are developed in diagonal of matrix A in

descending order.

R - Resultant matrix of eigenvectors (stored
columnwise, in same sequence as eigen~

values).

N -~ Order of matrices A and R.

MV - Input code:

0 Compute eigenvalues and eigen-

vectors.

Remarks:

Compute eigenvalues only (R
need not be dimensioned but
must still appear in calling se-
quence),

Original matrix A must be real symmetric
(storage mode=1). Matrix A cannot be in the
same location as matrix R.

Subroutines and function subprograms required:

None.
Method:

Diagonalization method originated by Jacobi and
adapted by von Neumann for large computers as
found in *Mathematical Methods for Digital
Computers', edited by A. Ralston and H. S, Wilf
John Wiley and Sons, New York, 1962, Chapter

7.

SUBROUTINE EIGEM AsRyNoMV)
DIMENSION At1)4RL1LD
14 GENERATE TDENTITY MATRIX

IF[4v=-1) 10,25.1)

10 [0s-N
DO 20 J=14N
I1Q=1Q+N
00 20 lalN
1y=1Q¢1
RII1I=0,0
IF{I-0) 20415420

15 R{1J)=1.0

20 CONTINUE

[4 COMPUTE INITIAL AND FINAL NORMS {ANORM AND ANORMX)

25 ANORM=0.0
00 35 I=1,N
00 35 JsI4N
IF(1-J) 30,35,30

30 lasietJed-g)/2

. ANORM=ANORM#A{ LA} *A[TA)

35 CONTINUE
IFUANDRM} 165,165,40

40 ANORM=1.414%SQRT( ANORM )
ANRMX=ANORM® ], 0E- 6/FLNATIN)

4 INITIALIZE [N)[CATORS AND COMPUTE THRESHOLD, TMR
IND=0
THR=ANORM
45 THR=THR/FLOATIN)
50 L=}
55 MxL+|
c COMPUTE SIN AND COS

60 MQ={M¥M=M)/2
LQ=(LsL-L )72
LM=L¢MQ
62 [FL ARS(ALLM))I~T4R) 130,65,65
65 IND=]
LizL+LQ
MMz=NeM)
Xa0, 5o LA(LLI-A(M) }
68 Y=-A(LM)/ SQRY(LACLM)ISA{LM)+X2X}
TFEX) 70,75,75
70 Y=-Y
75 SINXaY/ SQRTI2.0%{1.0¢( SQRT(1,0-Y#Y)})))
SINX2aSINX#SINX
78 €OSXs SGRTEL.N-SINX2)
COSX2=COSX*COSX
SINCS =SINX*COSX
[ ROVATE L AND ¥ COLUMNS
ILQsNs [L-1)
IMQ=NS (M-1}
DO 125 Ial,N
EQ=(1s(-1)/2
IFI1-L1 B0,115,80
80 LF(I-M) B5,115,%
85 [Ms1+my
GO TN 95
90 IM=MelQ
9% IFLI-L) 100,105,105
100 IL=l+LQ
60 10 110
105 ILaL+1Q
110 Xx=A(TL)SCOSX-ALIMISSINK
ACIMI=ALTL)OSINKe AfIMI*COSX
AllL)=X
115 IF(4v-11 120,125,120
120 ILR=1LQe!
IMR=1MQeT
X=R{ILRISCASX—R{TMRI#STINX
RUIMR)=R{TLR)®SINX4RITMR}*COSY
RUELR)=X
125 CONTINUE
X32,08A(LMI®SINCS
YrAlLL)SCOSX2¢A (MM)OSTNX2-X
X=ALLL)OSTNX20A(UMISCOSKI+X
A(LM)LATLL)-ACMY}ISSINCS+ALLMISICOSXZ-STINX2)
AlLL)=Y
A(MMYeX
[4 TESTS FOR COMPLETION
TEST FNR M = LAST CNLUYMYN
130 IF(M=N) 135,140,135
135 M=Ms]
GO 10 &0
c TEST FOR L = SECOND FROM LAST COLUMN
140 IFIL-IN-1)} 145,150,145
185 LeLel
G0 10 S5
150 LE(IND-1) 180,155,160
155 IND=0
GO TO SO
COMPARE THRESHAOLD WITH FINAL NORM
160 TF{THR-ANRMX) 165,185,45
SORT ETGENVALJES AND EI[GFNVECTORS
165 1Q0=-N
B0 185 I=1,N
[Q=1QeN
Listetiel-11/2
JQ=Ne (-2}
DO 185 J=l.N
JO=JQeN
HMm el Je3=-0) /2
IF(ALLL)I-ALuM)) 170,185,195
170 x=AtLL)
ALLL)=A(MN)
Af(NR)I=X
IFIMY-11 175,185,175
175 00 1BO K=l,n
iLaslgex
IHR=JQ+K
X=R{ILR)
RUILR)=R{IMR)
180 RUIMR)=X
185 CONTINUE
RETURN
END

EIGEN
EIGEN
EIGEN
EIGEN
FIGEN
EIGEN
EIGEN
EIGEN
€IGEN
EIGFN
E1GEN
EIGFN
EIGEN
FIGFN
ETGEN
FIGFN
EIGEN
EIGEN
FIGFN
EIGEN
EIGFN
FIGFN
EIGFN
FIGEN
FIGEN
FIGEN
EIGFN
FIGFN
EIGFN
FIGEN
EIGFN
EIGEN
FIGEN
EIGFN
EIGEN
EIGEN
EIGEN
EIGFN
EIGEN
EIGEN
EIGFN
EIGEN
EIGEN
EIGEN
FIGEN
EIGFN
EIGEN
EIGEN
EIGFN
EIGEN
EIGEN
EIGFN
EIGEN

EIGEN
ELULEN

E1GEN
E1GFN
EIGEN
EIGEN
EIGFN
EIGEN
EIGFN
ETGFN
EIGEN
EI1GEN
EIGFN
ETGEN
EIGEN
EIGFN
FIGEN
FIGEN
EIGFN
EIGFN
EIGEN
EIGFN
EIGEN
EIGEN
FIGEN
ETGFN
EIGEN
EIGFN
EIGFN
EIGEN
FIGFN
E1GEN
EIGFN
FIGFN
EIGEN

EIGEN .

E1GEN
EIGFN
EIGEN
EIGEN
EIGEN
EIGEN
ET1GFN
EIGFN
EIGEN
EIGFN

R AR IR o n v s w—

9%
97
9A
99

EIGENTND
EIGFNINT
EIGENLNZ
FIGENINY
EIGFN]1 0%
EIGFNINS
EIGENTNA

EI1GENIO?
EIGFNI AR

EIGENLN9
EIGENILO
EIGENLLL
ETGFNLL2
EIGFNI13
EIGENLLS
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Mathematics - Matrices

GMADD

Purpose:
Add two general matrices to form resultant
general matrix,

Usage:
CALL GMADD(A, B, R, N, M)

Description of parameters:
A - Name of first input matrix.

B - Name of second input matrix.

R - Name of output matrix.

N - Number of rows in A, B,R.

M - Number of columns in A,B,R.
Remarks:

All matrices must be storedas general matrices.

Subroutines and function subprograms required:
None.

Method:
Addition is performed element by element.

SUBROUY INE GMADDL A¢B,RyNyM) GMARD 1
DIMENSION A(LI4BLLY,R(1) GHMADD 2

[4 CALCULATE NUM3ER DF ELEMENTS GMADD 3
NM=NSM GMADD 4

c ADD MATRICES GMADD S
D0 10 [=1,NM GMADD 6

10 RITI=ACL)¢BLTY GMADD 7
RETURN RMADD B

END GMADD 9
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GMSUB
Purpose:
Subtract one general matrix from another to

form resultant matrix.

Usage:
CALL GMSUB(A,B,R, N, M)

Description of parameters:

A - Name of first input matrix.

B - Name of second input matrix.

R - Name of output matrix.

N - Number of rows in A,B,R.

M - Number of columns in A, B, R.
Remarks:

All matrices must be storedas general matrices,

Subroutines and function subprograms required:
None.

Method:
Matrix B elements are subtracted from corre-
sponding matrix A elements.

SUBROUT INE GMSURI AsBsRoNyY) Gusys
DIMENSION ALL}BI1D,RITD GMSUR 2

4 CALCULATE NUNBER OF ELEMENTS GMSUR 3
NMaNeM GMSUR 4

[4 SUBTRACT MATRICFS G4sUB S
DD 10 [=1,NM GMSUR 4

10 RUTI=ALEI-BLL) GMSUR 7
RETURN GMSUR A

END GMSUR 9

“
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GMPRD GMTRA

Purpose: Purpose:
Multiply two general matrices to form a result- Transpose a general matrix.
ant general matrix.
Usage:
Usage: CALL GMTRA(A,R,N, M)

CALL GMPRD(A,B,R,N, M, L)
Description of parameters:

Description of parameters: A - Name of matrix to be transposed.
A - Name of first input matrix. R - Name of resultant matrix,
B - Name of second input matrix. N - Number of rows of A and columns of R.
R - Name of output matrix. M - Number of columns of A and rows of R.
N - Number of rows in A.
M - Number of columns in A and rows in B. Remarks:
L - Number of columns in B. Matrix R cannot be in the same location as ma-
trix A,
Remarks: Matrices A and R must be stored as general
All matrices must be stored as general matrices. matrices.
Matrix R cannot be in the same location as ma-
trix A. Subroutines and function subprograms required:
Matrix R cannot be in the same location as ma- None.
trix B.
Number of columns of matrix A must be equal to Method:
the number of rows of matrix B. Transpose N by M matrix A to form M by N
matrix R,
Subroutines and function subprograms required:
None. SUBRDUT INE GMTRALAsRsNyM) GHTRA 1
‘ll)‘l‘I:SNSIUN Atl).RUYD g:::: ;
Method: o i
The M by L matrix B is premultiplied by the N L=Lied ' EEEES 2
by M matrix A and the result is stored in the N 10 AL

END GMTRA 11

by L matrix R.

SuBxUUTINE GMPRDIA B ReNe ML) GNPRD

1

DIMENSION ACL),BULIRULY GMPRD 2
{R=0 GMPRD 3
IK=~M GMPRD &
NN 10 Ksl,L GMPRD S
IK=IK¢M GMPRO &
00 10 J=1,N GMPRD 7
IR=[R+1 GMPRD R
J1=J-N GMPRD 9
1R 1K GMPRD 10
RIIR}=0 GHPRD 1}
00 10 [=l,N GMPRD 12
JI=deN GMPRD 13
1B=18+1 GMPRD 14
10 RUIRI=R{IR}I+ALII) #BLIR) GMPRD 15
RETURN GMPRD 16
END GMPRD 17
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GTPRD

Purpose:
Premultiply a general matrix by the transpose of
another general matrix.

Usage:
CALL GTPRD({A, B,R,N, M, L)

Description of parameters:
A - Name of first input matrix.
- Name of second input matrix.
Name of output matrix.
Number of rows in A and B.
Number of columns in A and rows in R.
Number of columns in B and R.

HEZE
1

Remarks:
Matrix R cannot be in the same location as ma-
trix A.
Matrix R cannot be in the same location as ma-
trix B.
All matrices must be stored as general matrices.

Subroutines and function subprograms required:
None.

Method:
Matrix transpose of A is not actually calculated.

Instead, elements of matrix A are taken column-

wise rather than rowwise for postmultiplication’
by matrix B.

SUBROUT INE GTPROLA,BoReNeMsL) GTPRD |
DIMENSION AL1}+BU1I,RID) GYPRD ?
1R=0 GTPRD 3
IK==N GTPRD 4
B0 10 X=1,L GYPRD 5
1J20 GYPRD &
IK=IK+N GTPRD 7
00 10 J=1,M GYPRD 8
I8=1K GTPRD 9
IRalR+] GYPRD 10
R{IR) =0 GTPRD 11
00 10 I=1,N GIPRD 12
Wi=1Jel GTPRD 13
18w (B¢l GTPRD 14
10 RUIRI=R{IRI*ALLD) $B(T1B) GYPRD 15
RETURN GTPRD 16
GYPRD 17

END
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MADD

Purpose:
Add two matrices element by element to form
resultant matrix.

Usage:
CALL MADD(A, B,R,N, M, MSA, MSB)

Description of parameters:
A - Name of input matrix.
B - Name of input matrix.
R - Name of output matrix.
N ~ Number of rows in A, B,R.
M - Number of columns in A,B,R.
MSA - One digit number for storage mode of
matrix A:
0 - General.
1 - Symmetric.
2 - Diagonal.
MSB - Same as MSA except for matrix B.

Remarks:
None.

Subroutines and function subprograms required:
LOC

Method:
Storage mode of output matrix is first deter-
mined. Addition of corresponding elements is
then performed.
The following table shows the storage mode of
the output matrix for all combinations of input

matrices:
A B R

General General General

General Symmetric General

General Diagonal General

Symmetric General General
Symmetric Symmetric Symmetric
Symmetric Diagonal Symmetric

Diagonal General General
Diagonal Symmetric Symmetric

Diagonal Diagonal Diagonal

SUBROWTINE MADRDIA ¢ByReNoMiMSAMSBI NADD
DIMENSION A{1}4BLL)RIL) MADD
4 DETERMINE SYORAGE RODE OF NUTPUT MATRIX MADD
[F{HSA-MSA) T45,7 MADD
5 CALL LOC(NsMyNMpNsMN5A) MADD
GO TO 100 NADD
T MTEST=MSA®MSB MADD
MSR=0) MADD
IFIMYEST) 20,20,10 MADD
LO MSR=] NADD
20 IF{MTEST-2) 35,35,30 MADD
30 MSR=2 MADD
c LOCATE ELEMENTS AND PERFORM ADDITION MADD
35 D0 90 J=1.M MADD
DO 90 I=}.N MADD
CALL LOC{IyJy [JRy NyMgMSR) KADD
TFIIJR) 40,90,40 MADD
40 CALL LOCIT4Js1JAsNeMyMSAY MADD
AEL=20.0 MADD
TF(1JA) 50,60,50 NaDD
S0 AEL=AlT1JA) MADD
60 CALL LOCULsJs1IByNyMyMSB) MADD
BFL=0,0 MADD
1£{148) 70,80,70 MADD
70 BFL=B{[JB) NADD
80 RUIJRI=AEL+BEL MADD
90 CONTINUE HADD
RETURN MADD
ADD MATRICES FOR DTHER CASES MADD
160 8O L1D IslyNM MADD
110 RUIM=ALTIeBE1Y MADD
RETURN MADD
END MADN
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MSUB

Purpose:
Subtract two matrices element by element to
form resultant matrix.

Usage:
CALL MSUB(A, B,R,N, M, MSA, MSB)

Description of parameters:
- Name of input matrix.
- Name of input matrix.
- Name of output matrix.
Number of rows in A, B, R.
~ Number of columns in A, B,R.
SA - One digit number for storage mode of
matrix A:
0 - General.
1 - Symmetric.
2 - Diagonal.
MSB - Same as MSA except for matrix B.

Remarks:
None.

222Z9W >
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Subroutines and function subprograms required:
LOC

Method:
Structure of output matrix is first determined.
Subtraction of matrix B elements from corre-
sponding matrix A elements is then performed
The following table shows the storage mode of
the output matrix for all combinations of input

matrices:
A B R
General General General
General Symmetric General
General Diagonal General
Symmetric General General
Symmetric Symmetric Symmetric
Symmetric Diagonal Symmetric
Diagonal General General
Diagonal Symmetric Symmetric
Diagonal Diagonal Diagonal
SUBROUTINE MSUB(ABeRNoMyMSA,MSB) Msue
DIMENSIGN Al{1),Bf 1) R(1) MSUB
CETERMINE STORAGE MODE 0OFf DUTPUT MATRIX usus
IF{MSA-NSB] 745,7 Msu8
5 CALL LOCINsMoNM,N M, M54 MSUR
GO YO loo MSLB
7 MTESTaMSASMSE MSUd
MSR=0 MSUR
EFIMTESTY 20,20,10 MSUB
10 MSR=] MSUR
20 IFIMTEST-2) 35,35.30 MSUB
30 MSR=2 MsSuB
LOCATE ELEMENTS AND PERFORM SUBTRACTION MSuR
35 00 90 J=zleM HSUB
D0 90 [=1,N LETV
CALL LOCE Ledy IJRe NeMyMSR) MSU8
IFITJR]} 4090440 MSUB
40 CALL LNCUT+de004, N4M,M54) Msue
AtL=0.9 MSUR
IFL1JAY 51460,50 MsuB
50 AEL=Af!JA} MSUR
60 CALL LNCE1+d,1J8, NoM,458) MSUB
BEL=0.0 MSUR
IFtIJB) 70.80,70 NSUB
T0 BEL=8(1J8) nsua
80 R{TJRI=AEL-BEL MSUA
90 CONTINUE MSUB
RETURN ®SUB

SUBTRACT MATRICES FOR NTHER CASES
100 DO 110 I=1,NM
1E0 R{TI=ACTI-RLID
RETYRN
END

R N

MPRD

Purpose:
Multiply two matrices to form a resultant ma-
trix.

Usage:
CALL MPRD(A, B,R,N, M, MSA, MSB, L)

Description of parameters:
- Name of first input matrix,
- Name of second input matrix.
- Name of ouiput matrix.
Number of rows in A and R.
- Number of columns in A and rows in B.
SA - One digit number for storage mode of
matrix A:
0 - General,
1 - Symmetric.

2229w >
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2 - Diagonal,
MSB - Same as MSA except for matrix B.
L - Number of columns in B and R.

Remarks:
Matrix R cannot be in the same location as ma-
trices A or B.
Number of columns of matrix A must be equal to
number of rows of matrix B.

Subroutines and function subprograms required:
LOC

Method:
The M by L matrix B is premultiplied by the N
by M matrix A and the result is stored in the N
by L matrix R. This is a row into column
product.
The following table shows the storage mode of
the output matrix for all combinations of input

matrices:
A B R

General General General

General Symmetric General

General Diagonal General

Symmetric General General

Symmetric Symmetric General

Symmetric Diagonal General

Diagonal General General

Diagonal Symmetric General

Diagonal Diagonal Diagonal
SUBROUTINE MPRDIA 48 eR,NyRyMSAINSB,L ) RPRO 1
DIMENSION AL1),8(1),RU1) “erp H
c SPECIAL CASE FOR DIAGONAL BY DIAGONAL MPRD 3
NS=HSAS]1Q+MSB MPRD .
1F14S-22) 30,10430 MPRD 5
10 DO 20 Is=],N MPRO 6
20 RULI=A{)8BLY) MORD 7
RETURN MPRD R
[ ALL OTHER CASES HoRD 9
30 IR=1 MPRD 10
0O 90 Kelol MPRD 11
DO 90 Ja=1.N MPRD 12
RUIR)=0 NPRD 13
DO 80 I=l,M MPRD 14
IF{MS) 40¢60,40 MPRD 15
40 CALL LOCTJelolAsN,H,NS54) MPRD 16
CALL LOCEIoKyIByMyLoMSRY MPRD 17
IFLIA) 50.80,50 MPRD 1A
50 IFt18} 70,80,70 MPRD 19
60 [A=N¥[[~1)4) YPRD 20
IBsNS{X=-1) o] MPRD 21
T0 REIRISR{IR)¢ALTA} *B(1B) MPRD 22
80 CONTINUE MPRD 23
90 ;:;l’l:;l MPRD 24
Eno whRD 36
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MTRA

Purpose:
Transpose a matrix.

Usage:
CALL MTRA(A, R, N, M, MS)

Description of parameters:

A - Name of matrix to be transposed.

R - Name of output matrix.

N - Number of rows of A and columns of R.
M - Number of columns of A and rows of R.

MS - One digit number for storage mode of
matrix A (and R):

0 - General.
1 - Symmetric.
2 - Diagonal.
Remarks:
Matrix R cannot be in the same location as ma-
trix A.

Subroutines and function subprograms required:
MCPY .

Method:
Transpose N by M matrix A to form M by N
matrix R by moving each row of A into the cor-
responding column of R. If matrix A is sym-
metric or diagonal, matrix R is the same as A.

SURROUTINE MTRA(A,R,N,M,MS5) MTRA 1
DIMENSION Af1l),R(1} MYRA 2

[ I1F M5 [S 1 OR 2, CNPY A MTRA 13
1F(45) 10420,10 MTRA &

10 CALL MCPY{AgR \NyN,MSY MTRA &

RE TURN MTRA 6

4 TRANSPOSE GENERAL MATRIX MTRA 7
20 1R=9 MTRA a
00 30 1=1,4N MTRA 9
1J=1-N MTRA 1N

DN 30 J=l,M MTRA 11
fd=1JeN MTRA 12
IR=IR+1 MTRA 13

30 RUIRI=ACTI) MTRA 14

RE TURN MTRA 15

END MIRA &
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TPRD

Purpose:
Transpose a matrix and postmultiply by another
to form a resultant matrix.

Usage:
CALL TPRD(A, B,R,N, M, MSA, MSB, L)

Description of parameters:
-~ Name of first input matrix.
B - Name of second input matrix.
R - Name of output matrix.
N - Number of rows in A and B.
M - Number of columns in A and rows in R.
MSA - One digit number for storage mode of
matrix A:
0 - General.
1 - Symmetric.
2 - Diagonal.
MSB - Same as MSA except for matrix B.
L -~ Number of columns in B and R.

>

Remarks:
Matrix R cannot be in the same location as ma-~
trices A or B.

Subroutines and function subprograms required:
LOC

Method:
Matrix transpose of A is not actually calculated.
Instead, elements in matrix A are taken column-
wise rather than rowwise for multiplication by
matrix B.
The following table shows the storage mode of

the output matrix for all combinations of input

matrices:

A B R
General General General
General Symmetric General
General Diagonal General
Symmetric General General
Symmetric Symmetric General
Symmetric Diagonal General
Diagonal General General
Diagonal Symmetric General
Diagonal Diagonal Diagonal

SUBROUT INE TPRD{A,84RyNyMyMSA,MSB,L)

DIMENSTION AC11,B01).RE1)

SPECIAL CASE FOR DIAGONAL 8Y DIAGONAL

MS=MSA*[0+MSE
IF (M5-22) 30,10,30
10 DN 20 f=l4N
20 RUII=ALT)®BUYY
RETURN

MULTIPLY TRANSPOSE NF A BY B

30 IR=1
DO 90 K=1,L
00 90 J=l.M
RIIR)I=0,0
00 80 f=al.N
TFIMS) 40460440
CALL LACITyJeTA,N M MSAY
CALL ENCUTeKoTBIN Lo MSB)
(Fl1a) 50,80,50
50 IF((R} 70,80,70
60 [AaN®(J-1)¢]
LBaN®(K-1)el
70 RUIR)=R{IRFeA{TAY #BLTB}
80 CONTINUF
90 IRa[R+1
RETURN
END

4

t-

TPRD
TPRD
TPRD
TPRD
TPRO
TPROD
TPROD
TPRD
TPRD
TPRD
TPRN
TPRD
TPRD
TPRD
TPRD
TPRD
TPPD
Torp
TPRD
TPRD
TPRD
TPRD
ToRN
TPRD
TPRD
TPRD
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MATA

Purpose:

Premultiply a matrix by its transpose to form a

symmetric matrix.

Usage:
CALL MATA(A, R, N, M, MS)

Description of parameters:

A - Name of input matrix.

R - Name of output matrix,

N - Number of rows in A.

M -~ Number of columns in A. Also number

of rows and number of columns of R.
MS - One digit number for storage mode of
matrix A:
0 - General.
1 - Symmetric.
2 - Diagonal.

Remarks:
Matrix R cannot be in the same location as ma-
trix A.
Matrix R is always a symmetric matrix with a
storage mode=1.

Subroutines and function subprograms required:
LoC

Method:
Calculation of (A transpose A) results in a
symmetric matrix regardless of the storage
mode of the input matrix., The elements of
matrix A are not changed.

SUKNUTINE MATA(A 4R, N, M, 45} MATA 1
DIMENSICON ACL),REL) MATA ?
DN S0 K=l M MATA 3
KX3 [ K&K-K) /2 MATA 4
DN 60 J=l.M MATA 5
I[F(J-K] 10,10,60 MATA 6
10 IR=JeKX MATA 7
R{TR}=0 MATA q
B0 60 I=14N MATA 9
LF(MS) 2044020 MATA 10
20 CALL LOCKT,JeTAsN My4S) MATA 11
CALL LUCT oKy 1B,N My¥SH HMATA 12
TFL1A) 30,50,30 MATA 13
30 IF(1B) 5046050 MATA 1s
40 TA=N#{J-1)+] MATA 1S
IRsNe(K-1]+1 MATA 16
50 R(LUIaR{IRI+ALTA} #ALTB} NATA 17
60 CONTINUE MATA 19
REYURN MATA 19
END MATA 20

SADD

Purpose:
Add a scalar to each element of a matrix to
form a resultant matrix.

Usage:
CALL SADD(A, C, R, N, M, MS)

Description of parameters:

- Name of input matrix.

C - Scalar.

R - Name of output matrix.

N - Number of rows in matrix A and R.

M - Number of columns in matrix A and R.

MS - One digit number for storage mode of
matrix A (and R):

»

0 - General.
1 - Symmetric.
2 - Diagonal.
Remarks:
None.

Subroutines and function subprograms required:
LoC

Method;

Scalar is added to each element of matrix.
SUBROUTINE SADD{A »CoRyNyM MS) SADD
DIMENSION A{1),R(1) SADD

COMPUTE VECTOR LENGTH, [T SADD
CALL LOCENsM 1T, N oM MS} SADD
ADND SCALAR SADD
001 I=1,17 SADD
1 RULI=A[TYeC $SADD
RETURN SADOD
END sann
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SSUB

Purpose:
Subtract a scalar from each element of a matrix
to form a resultant matrix.

Usage:
CALL SSUB(A,C,R, N, M, MS)

Description of parameters:
-~ Name of input matrix.
- Scalar.
- Name of output matrix.
Number of rows in matrix A and R.
- Number of columns in matrix A and R.
S - One digit number for storage mode of
matrix A (and R):
0 - General.
1 - Symmetric.
2 - Diagonal.

222 0ae
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Remarks:
None.

Subroutines and function subprograms required:

LOC

Method:
Scalar is subtracted from each element of ma-
trix.
SUBROUTINE SSUBUACoRoNyM,NS) SSUR
DIMENSION Afl13,RU1} ssua

[ COMPUTE VECTOR LENGTH, IT ss5u8
CALL LOCENsMyIToN oM NS) ssus

[ SUBTRACT SCALAR S5u8
DO 1 f=1,1T7 SSUA

1 R{II=ALI)-C SSUR
RETURN SSUR

END Ssun

LD NP RS W N
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SMPY

Purpose:
Multiply each element of a matrix by a scalar to
form a resultant matrix,

Usage:
CALL SMPY(A, C,R,N, M, MS)

Description of parameters:
- Name of input matrix.
- Scalar.
- Name of output matrix.
Number of rows in matrix A and R.
- Number of columns in matrix A and R.
S - One digit number for storage mode of
matrix A (and R):
0 - General.
1 -~ Symmetric.
2 - Diagonal.

2=2Zm0b
!

Remarks:
None.

Subroutines and function subprograms required:
LOC

Method:
Scalar is multiplied by each element of matrix.

SUBRDUTINE SMPY (& ,CoRoNyM,MS} SMPY
DIMENSION AL1).R(1} SHPY
c COMPUTE VECTUR LENGTH, [T SMPY
CALL LOCINsMyIT N, M, NS) SMpPY
[ MULTIPLY BY SCALAR SuPY
BO 1 t=l.I7 SHPY
RUT)=ALL)®C SHPY
RETURN SMPY
END SMPY

BN NS W~
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SDIV

Purpose:

Divide each element of a matrix by a scalar to
form a resultant matrix.

Usage:

CALL SDIV(A, C, R, N, M, MS)

Description of parameters:

2=22Z50p
1

S -~

Remarks:

Name of input matrix,

Scalar,

Name of output matrix.

Number of rows in matrix A and R.
Number of columns in matrix A and R.
One digit number for storage mode of
matrix A (and R):

0 - General.
1 ~ Symmetric,
2 ~ Diagonal.

If scalar is zero, division is performed only
once to cause floating-point overflow condition.

Subroutines and function subprograms required:

LOC
Method:

Each element of matrix is divided by scalar,
SUBROUTINE SOIV(A,CoR¢N,M4NMS) Sniv
DIMENSION At1).RC1) so1y

COMPUTE VECTOR LENGTH, IT Sntv
CALL LOCINgMp TN MyNS) SDIv
OIVIDE BY SCALAR {I[F SCALAR {S 2EROs DIVIDE ONLY ONCE) SpIv
IFIC) 20142 sniv

1 1v=]
2 00 3 1=l,1T
3 RtI)=a(n)/C
RETURN
END

sSD1v
solv
SOtV
S$piv
sntv

" DDE@AP AL W -
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RADD

Purpose:
Add row of one matrix to row of another matrix.

Usage:
CALL RADD(A, IRA, R, IRR, N, M, MS, L)

Description of parameters:
A - Name of input matrix.
IRA - Row in matrix A to be added to row IRR
of matrix R.
R - Name of output matrix.
IRR - Row in matrix R where summation is
developed.
N - Number of rows in A.
M -~ Number of columns in A and R.
MS - One digit number for storage mode of
matrix A:
0 - General.
1 - Symmetric.
2 - Diagonal.

L Number of rows in R.

Remarks:
Matrix R must be a general matrix.
Matrix R cannot be in the same location as
matrix A unless A is general.

Subroutines and function subprograms required;
LOC

Method:
Each element of row IRA of matrix A is added
to corresponding element of row IRR of matrix
R.

SUBROUTINE RADDIA ¢ IRAsRy IRR¢Ny My NS,L) RADD t
DIMENSION At1),RL1) |RADD 2
ER={RR-L RADD 3

DO 2 J=l,N RADD &
1R=[RSL RABD S5

c LOCATE INPUT ELEMENT FOR ANY MATRIX STORAGF KODE RADD 6
CALL LOC{IRAyJeIA,NyM,MS) RADD T

c TEST FOR 2ERO ELEMENT IN DIAGONAL MATRIX RADD 8
1FLIA) 1,21 RADD 9

c ADD ELEMENTS RADD 10
L RUIRI=R{IRI*ALIA) RADD 1t

2 CONTINUE RADD 12
RETURN RADD 13

END RADD 14
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CADD
Purpose:
Add column of one matrix to column of another

matrix.

Usage:
CALL CADD(A,ICA,R,ICR, N, M, MS, L)

Description of parameters:

A -~ Name of input matrix.

ICA - Column in matrix A to be added to col-
umn ICR of R.

R - Name of output matrix.

ICR - Column in matrix R where summation

is developed.

N ~ Number of rows in A and R.
M - Number of columns in A.
MS - One digit number for storage mode of
matrix A:
0 - General.
1 - Symmetric,
2 - Diagonal.
L - Number of columns in R.
Remarks:

Matrix R must be a general matrix.
Matrix R cannot be in the same location as ma-
trix A unless A is general.

Subroutines and function subprograms required:
LOC

Method:
Each element of column ICA of matrix A is
added to corresponding element of column ICR
of matrix R.

SUBROUTINE CADDUA ¢ 1CAs Ry [CRyNy Mo MSsL) CADD 1
DIMENSION A{L},RI 1} capp 2
{R=NS([CR-1) capn 3

00 2 1=1,N CADD 4
IR={R¢1 capp 5

c LOCATE INPUT ELEMENT FMR ANY MATRIX STORAGF MODE CADD 6
CALL LOC{I,ICAsIA+NyM,MS) cape 7

[4 TEST FOR ZERD ELEMENT IN DTAGONAL MATRIX capn A
IFLIAY 1e24k capp 9

14 ADD ELEMENTS CADD 10
1 RUIRI=RITRI#ALIAY capo 11

2 CONTINUE capo 12
RETURN CADD 13

CADD t4

END
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SRMA

Purpose:
Multiply row of matrix by a scalar and add to
another row of the same matrix.

Usage:
CALL SRMA(A,C,N,M, LA, LB)

Description of parameters:

- Name of matrix,

- Scalar.

- Number of rows in A.

Number of columns in A,

- Row in A to be multiplied by scalar.

- Row in A to which product is added.
If 0 is specified, product replaces ele-
ments in row LA.

BER=C¥
|

Remarks:
Matrix A must be a general matrix.

Subroutines and function subprograms required:
None.

Method:
Each element of row LA is multiplied by scalar
C and the product is added to the corresponding
element of row LB. Row LA remains unaffected
by the operation.
If parameter LB contains zero, multiplication
by the scalar is performed and the product re-
places elements in row LA,

SUBROUTINE SRMA(A sCoNeMyLA(LDY SRMA 1
DIMENSTION At1) SRMA 2
Lad=tLA~-N SRMA 3
LRJ=LB=N SRMA &

00 3 J=l4M SRMA 5

c LOCATE ELEMENT IN BOTH ROWS SRMA &
LAJSLASN SRMA 7
LBJ=LBJ+N SRMA 8

[ CHECK LB FOR ZFRO SRMA 9
1FILB) 152,01 SRNA 10

c IF NDT, MULTIPLY BY CONSTANT AND ADD TO DVHER ROW SRMA 11
1 A(LBJ)=A[LAJISC+AILBS) SRMA 12

60 YO 3 SRMA 13

[+ OTHERWISE, MULTIPLY ROW BY CONSTANT SRMA 14
2 AlLAJ)=A(LAYISC SRMA 1S

3 CONTINUE SRMA 16
RETURN SRMA 17

END SRMA 18
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SCMA

Purpose:
(MM Multiply column of,matrix by a scalar and add to

another column of the same matrix.

Usage:
CALL SCMA(A,C,N, LA, LB)

Description of parameters:

A - Name of matrix.
C - BScalar.
N - Number of rows in A,

LA - Column in A to be multiplied by scalar.

LB - Column in A to which product is added,.
If 0 is specified, product replaces ele-
ments in LA,

Remarks:
Matrix A must be a general matrix.

Subroutines and function subprograms required:
None.

Method:
Each element of column LA is multiplied by

scalar C and the product is added to the corre-

sponding element of column LB, Column LA
remains unaffected by the operation.

(’W" If parameter LB contains zero, multiplication
by the secalar is performed and the product re-
places elements in LA.

SUBRUUTINE SCHALA (CoNyLA,LEY SCHA
DIMENSTON AC1) sCHa

[4 LOCATE STARTING POINT DF anTH CULUMNS scra
[LA=N®LA-1} SCMA
ILB=N®{LB-1} SCMA

00 3 f=1,N SCHA
[LA=TLAS]) SCHA
ILR=TLA+L SCMA

[ CHECK L8 FOR 7ERD scMa
LFIL8E 1,241 SeMa

4 IF NOT MDLTIGLY BY CONSTANT AND ADD TN SECOND COLUMN SCHA
L AUILBI=ACILAYCHACILAY scHa

Gh T 3 SCHA

[ ATHERWISE, MULTIPLY COLUMN BY CONSTANT SCHA
2 AUILAISALILAYYC SCMA

3 CONTINUF scua
RETURN sCHa

END SCHA

RINT

Purpose:
Interchange two rows of a matrix,

Usage:

CALL RINT(A,N, M, LA, LB)
Description of parameters:

A - Name of matrix.

N - Number of rows in A.

M -~ Number of columns in A,

LA - Row to be interchanged with row LB.
LB - Row to be interchanged with row LA.

Remarks:
Matrix A must be a general matrix.

Subroutines and function subprograms required:
None.

Method;
Each element of row LA is interchanged with
corresponding element of row LB.

SUBROUTINE RINT(A «N,M,LA,LB) AINT
DIMENSION AfL) RINT
LAJ=LA-N QINT
LRJ=LA=N RINT

DO 3 JalM RINT

[4 LOCATE ELEMENTS [N 80TH ROWS RINT
LAJ=LAJN RINT
LBJ=LBJeN RINT

4 INTERCHANGE EL EMENTS HINT
SAVE=ALLAJ) RINT
AlLAJ)=A{LBSY RINT

3 AILBJ) =SAVE RINT
RETURN RINT

END RINT

DO DNI NP -

ron
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CINT

Purpose:
Interchange two columns of a matrix.

Usage:
CALL CINT(A,N, LA, LB)

Description of parameters:
A - Name of matrix.
N - Number of rows in A.
LA - Column to be interchanged with column

LB.
LB - Column to be interchanged with column
LA.

Remarks:
Matrix A must be a general matrix.

Subroutines and function subprograms required:
None.

Method:
Each element of column LA is interchanged with
corresponding element of column LB.

SUBROUTINE CINT(A,NsLASLE) CINT 1
DIMENSEON A(1) CINT 2

[ LOCATE STARTING POINT OF BOTH COLUMNS CINT 3
ELAN#(LA-1} CINT 4
ILB=Ne(LB-1) CINT 5

DO 3 I=1N CINT &
fLAsfLAeL CINT 7
ILB=1LB+L CINT L]

c INTERCHANGE EL EMENTS CINT 9
SAVE=ALILA) CINT 10
AtILAY=ALILB) CINT 11

3 ALTLB) =SAVE CINT 12
RETURN CINT 13

END CINY L&
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RSUM

Purpose:
Sum elements of each row to form column vec-
tor.

Usage:
CALL RSUM (A, R, N, M, MS)

Description of parameters;
A - Name of input matrix.
R - Name of vector of length N.
N - Number of rows in A.
M - Number of columns in A.
MS =~ One digit number for storage mode of
matrix A:
0 - General.
1 - Symmetric.
2 - Diagonal.

Remarks:
Vector R cannot be in the same location as ma-
trix A unless A is general.

Subroutines and function subprograms required:
LOC

Method:
Elements are summed across each row into a
corresponding element of output column vector

R.
SUBROUT INE RSUMIA ¢R ¢Ns ¥y MS) RSUM ;
DIMENSION A(L},RULD RSUM 2
00 3 I=1,N RSUM 3
[4 CLEAR QUTPUT LUCATION RSUM 4
Ri{11=0.0 asoM 5
DO 3 Jel.M RSUM b
4 LOCATE ELEMENT FOR ANY MATRIX STORAGE MONE RSUM 7
CALL LOCIToJeldoNsHeMS) RSUM 8
c TEST FOR IFRO ELEMENT N DIAGNNAL “ATRIX RSUM 9
[FLEI) 20302 RSUM 1O
c ACCUMULATE IN OUTRUT VECTAR RSUM 11
2 RULI=RUTECALTS) RSUN 12
3 CONTINUE aRSUM 13
RETURN RSUM 14
END RSUM 15

Y



CSUM

Purpose:
Sum elements of each column to form row vec-
tor.

Usage:
CALL CSUM(A, R,N, M, MS)

Description of parameters:

A - Name of input matrix.
R - Name of vector of length M.
N - Number of rows in A.
M - Number of columns in A,
MS - One digit number for storage mode of
matrix A:
0 - General.
1 - Symmetric.
2 - Diagonal.
Remarks:

Vector R cannot be in the same location as ma-
trix A unless A is general.

Subroutines and function subprograms required:
LOC

Method:
Elements are summed down each column info a
corresponding element of output row vector R.

SUBROUTINE CSUM{A ¢RoN;MyNS) csum g
QIMENSION AlL}4RI1D csum 2

D0 3 JaleN CSuUM 3

4 CLEAR QUTPUT L OCATION CSUM &
R(J)=0.0 CSUN S

00 3 [=lN CSuR 6

4 LOCATE ELEMENT FOR ANY MATRIX STORAGE MODE CSuM 7
CALL LOCKTydelJdoNeMyMS) csus A

[ TESY FOR ZERO ELEMENT IN DIAGONAL MATRIX csun 9
IF(LS) 24342 csum 10
ACCUMULATE [N QUTPUT VECTOR cSuM 11

2 REN=RIN#ALLN csum 12

3 CONTINUE CSuM 13
RETURN CSUM 14

END CSuM 15

RTAB

The function of this subroutine is graphically dis-
played by Figure 6 (see description under ""Method').

M
—
N Matrix A N Vector B
ES=o= Rowlmz oo = B(I)
M
C 2 ZZI Row] T I _f__ 0
L Matr{x R L+l Vector S
ﬂd—— S(L+1)
Figure 6. Row tabulation
Subroutine RTAB
Purpose:
Tabulate rows of a matrix to form a summary
matrix.
Usage:

CALL RTAB(A, B,R, S, N, M, MS, L)

Description of parameters:

A - Name of input matrix.

B - Name of input vector of length N contain-
ing key.

R - Name of output matrix containing sum-

mary of row data. It is initially set to
zero by this subroutine.
Name of output vector of length L.+1 con-
taining counts.
- Number of rows in A.
Number of columns in A and R.
- Number of rows in R.
S - One digit number for storage mode of
matrix A:
0 - General.
1 - Symmetric.
2 - Diagonal.

[¢2]
]

2rE=
|

Remarks:
Matrix R is always a general matrix.
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Subroutines and function subprograms required:

LocC
RADD

Method:

76

Rows of data in matrix A are tabulated using the
key contained in vector B. The floating point
number in B(I) is truncated to form J. The th
row of A is added to the Jth row of R, element
by element, and one is added to S(J). If J is not
between one and L, one is added to S(L+1).

This procedure is repeated for every element in
vector B. Upon completion, the output matrix
R contains a summary of row data as specified
by vector B. Each element in vector S contains
a count of the number of rows of A used to form
the corresponding row of R, Element S(L+1)
contains a count of the number of rows of A not
included in R as a result of J being less than one
or greater than L,

RTAR
RTAB
RTAR
RTAB

SUBROUTINE RTABLA +BaRySyNeM HS,L) ;
3
4
RTAH 5
6
7
B

OIMENSTON A{1}sBLLYRULD,SULY
CLEAR OUTPUT AREAS

CALL LOCUM,LyITs¥4t,0)

DO 10 FR=1,I1T

RTAR

RTAB

RTAR

RTAR 9

RTAR N

RYAB 11

RTAR 12

D0 60 I=14N
TEST FOR THE <EY QUTSIDE THE RANGE
IF{8(I}) 50,50,39
30 E=L
IF{R(I)I~E} 40,40,50
40 JrRIBLI)
ADD ROW OF A F{l ROW NF R AND 1 T0O COUNT
CALL RAODUAGT+ReJRoNoMyMS,L)
S{JRI=S[JRI+1.0
GO TO 60
50 StL+11=S(Le10+1.) RTAR 20
60 CONTINUE RTAR 2t
RE TURN RTAR 22
END RTAR 23

RTAR 13
RTAR 14
RTAR 15
RTAR 16
RTAB 17
RTAB 18
RTAB 19

CTAB

The function of this subroutine is graphically dis-
played by Figure 7 (see description under "Method").

column 1 column J
M L
TT T7
i
i ' '
1, 1!
| | 1
y D
N ! ! Matrix A — N| MamixR !
1
: ' 1t
L i
H o
1 Lt
B(1) S(Jy S(L+1)
{ )
[ i ] C—/——n
M L+l
Vector B Vector §

Figure 7. Column tabulation

Subroutine CTAB

Purpose:
Tabulate columns of a matrix to form a sum-
mary matrix.

Usage:
CALL CTAB(A,B,R,S,N, M, MS, L)

Description of parameters:
A - Name of input matrix,
B - Name of input vector of length M contain-
ing key.
Name of output matrix containing sum-
mary of column data, It is initially set
to zero by this subroutine.
Name of output vector of length L+1 con-
taining counts.
- Number of rows in A and R,
Number of columns in A,
- Number of columns in R.
S - One digit number for storage mode of
matrix A:
0 - General,
1 - Symmetric.
2 - Diagonal.

R -

w0
1

Ere=
1

Remarks:
Matrix R is always a general matrix.

Subroutines and function subprograms required:
LOC
CADD



Method:

[

Columns of data in matrix A are tabulated using
the key contained in vector B. The floating-
point number in B(I) is truncated to form J. The
1*h column of A is added to the J*h column of
matrix R and one is added to S(J). I the value
of J is not between one and M, one is added to
S(L+1). Upon completion, the output matrix R
contains a summary of column data as specified
by vector B. Each element in vector S contains
a count of the number of columns of A used to
form R. Element S(L+1) contains the number of
columns of A not included in R as a result of J
being less than one or greater than L.

SUBROUT IRE CTABLAB4RySeNoMoMS,L) cras 1
JIMENSION Al1}eBL1),RIEI, 501D cras 2
CLEAR QUTPUT AREAS cTag 3

CALL LOCIN,Ls1T,N¥,L,0) cras 4
8O 10 [R=l,IT crap s
10 R{IR}=0.0 [ 1.1 B
DO 20 IS=l.L crag 7
20 ${15)=0.0 cvag 8
S{L+11=0.0 CTag 9
00 60 I=l,n c¥as 10
TEST FOR TME CEY UTSIDE THE RANGE cran 11
IF(B{I)} 50,50430 cras 12

30 E=L CTas 13
TF(B(1)~E) 40,40,50 CTAB 14
40 JR=B(1) CTag 15
ADD COLUMN OF A TO COLUMN OF R AND 1 TO COUNT CTag 16

CALL CAUD{AsToRyIRINgMyMS L} cYag 17
SUJRI=SIIR} 1.0 CTas 14

GO Y0 60 crag 19

50 SiLel)=SiLAL)¢1.D cras 20
60 CONTINUE- cras 21
RETURN CTAB 22
END CTaR 23

RSRT
Purpose:

Sort rows of a matrix.

Usage: .

CALL RSRT(A,B,R,N, M, MS)

Description of parameters:

A - Name of input matrix to be sorted.
B - Name of input vector which contains
sorting key.
R -~ Name of sorted output matrix.
N - Number of rows in'A and R and length
of B.
M - Number of columns in A and R.
MS - One digit number for storage mode of
matrix A;
0 ~ General.
1 - Symmetric.
2 - Diagonal.
Remarks:

Matrix R cannot be in the same location as ma-
trix A.

Matrix R is always a general matrix. .

N must be greater than 1. This routine sorts
into ascending order. Sorting into descending
order requires changing card RSRT 013 to read
IF(R(I-1)~-R(I)) 30, 40, 40

Subroutines and function subprograms required:

LOC

Method:

nn

nn

20

30

4!

o

nn

50

n a n n

6

a

70
A0

Rows of input matrix A are sorted to form out-
put matrix R. The sorted row sequence is de-
termined by the values of elements in column
vector B, The lowest valued element in B will
cause the corresponding row of A to be placed
in the first row of R. The highest valued ele-
ment of B will cause the corresponding row of
A to be placed in the last row of R. If duplicate
values exist in B, the corresponding rows of A
are moved to R in the same order as in A.

SUBROUTINE RSRT(AsBsRsNsMsMS) RSRT 1
DIMENSION Al1148(11sR(1) RSRT 2

MOVE SCRTING XEY VECTOR TO FIRST COLUMN OF QUTPUT MATRIX RSRT 3

AND BUILD ORIGINAL SEQUENCE LIST IN SECOND COLUMN RSRT 4
DO 10 TelsN RSRT ]
R{NI=B(1) RSRT 6
12=1+N RSRT 7
Ri12)sg RSRT 8

SORT ELEMENTS IN SORTING KEY VECTOR (ORIGINAL SEQUENCE LIST RSRT 9

1S RESEGUENCED ACCORDINGLY! RSRT 10
LaN+1 RSRY MO1
1S0RT=0 RSRT 11
L=L=~1 RSRY MO2
00 40 le2.L RSRT M03
IF(RI1)=R(1=1)) 3040440 RSRT 13
ISORT=] RSRT MO4
RSAVE=R(1) RSRT 1%
R{[1=R(I-1) RSRT 16
R{I1=1)=RSAVE RSRT 17
12=14N RSRT 18
SAVER#R(12) RSRT 19
R{I2}sR{[2=1) RSRT 20
R(12=1)=SAVER RSRT 22
CONTIRUE RSRT 22
IF{ISORT) 20950420 RSRT 23

MOVE ROWS FROM MATRIX A TO MATRIX R {NUMBER IN SECOND COLUMN RSRT 24

OF R REPRESENTS ROW NUMBER OF MATRIX A TO BE MOVED) RSRT 25
DO 80 IsiyN RSRT 28

GET ROW NUMBER IN MATRIX A RSRT 27
12s1+N RSRT 28
IN=R{12) RSRT 29
IR= =N RSRT 30
DO B0 Jul.M RSRT 31

LOCATE ELEMENT IN OUTPUT MATRIX RSRT 32
IRSIR+N RSRT 33

LOCATE ELEMENT IN INPUT MATRIX RSRT 34
CALL LOCUINeJsIAsNIMIMS) RSRT 35

TEST FOR 2ERO ELEMENT [N DIAGONAL MATRIX RSRT 38
IFLEA) 60470460 RSRT 37

MOVE ELEMENT TO OUTPUT MATRIX RSRT 38
RIIRImA(LA} RSRT 39
Go To 80O RSRT 40
R{IR}=0 RSRT 41
CONTINVE RSRT 42
RETURN RSRT 43
END RSRT 44
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CSRT

Purpose;
Sort columns of a matrix,

Usage:
CALL CSRT(A, B,R,N, M, MS)
Description of parameters:
A - Name of input matrix to be sorted.
B - Name of input vector which contains
sorting key.

R - Name of sorted output matrix,
N - Number of rows in A and R.
M - Number of columns in A and R and
length of B.
MS - One digit number for storage mode of
matrix A:
0 - General.

1 - Symmetric.
2 -~ Diagonal.

Remarks:
Matrix R cannot be in the same location as ma-
trix A,
Matrix R is always a general matrix,
N must be greater than 1. This routine sorts
-into ascending order. Sorting into descending
order requires changing card CSRT 016 to read
IF (R(IP)-R(IQ)) 30, 40, 40 ‘

Subroutines and function subprograms required:
LOC
CCPY
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Method;

Columns of input matrix A are sorted to form
output matrix R. The sorted column sequence
is determined by the values of elements in row
vector B. The lowest valued element in B will
cause the corresponding column of A to be
placed in the first column of R. The highest
valued element of B will cause the correspond-
ing row of A to be placed in the last column of
R. X duplicate values exist in B, the corre-
sponding columns of A are moved to R in the
same order as in A.

SUBROUTINE CSRT{AsBsRsNsMaMS) CSRT 1
DIMENSION A(1)4B{1}+R(1) CSRT H
MOVE SORTING KEY VECTOR TO FIRST ROW OF OUTPUT MATRIX CSRY 3
AND BUILD ORIGINAL SEQUENCE L1SY IN SECOND ROW CSRT 4
1Kel CSRT 8
00 10 JelsM CSRT 6
RUIK)=B(J} CSRT 7
R{IK+1)m) CSRT 8
K= IKeN CSRT 9
SORT ELEMENTS IN SORTING KEY VECTOR (ORIGINAL SEQUENCE LIST CSRT 10
1S RESEQUENCED ACCORDINGLY! CSRT 11
LaM+] CSRT MO1
I1SORT=0 CSRY
Lel=-1 CSRT MO2
1P=l CSRT
1QeN+1 CSRT
DO 50 Jm2sL CSRT MO3
IF(R{IQ)I=RIIP)) 30440440 CSRT
ISORT»1 CSRY MO&
RSAVE=R{1Q) CSRT
R{IQ)eR{IP) CSRT
R{IP)aRSAVE CSRT
SAVER®R(10+1) CSRT
R{IQ+1)sR(1IP+1} CSRT
R{IP+41)aSAVER CSRT
IP=lP+N CSRT
1Q=1Q+N CSRT
CONTINUE CSRY
IF{150RT) 20460420 CSRT
MOVE COLUMNS FROM MATRIX A TO MATRIX R (NUMBER IN SECOND ROW CSRT
OF R REPRESENTS COLUMN NUMBER OF MATRIX A TO BE MOVED) CSRT
1Qu=N CSRY
DO 70 JwlsM CSRY
10=[0+N CSRT
GET COLUMN NUMBER IN MATRIX A CSRT
1221042 CSRT
IN=R(12) CSRT
MOVE COLUMN CSRT
IR=10+1 CSRT
CALL CCPY(ASINeRIIR) sNosMaMS) CSRT
CONTINUE CSRT
RETURN CSRT
END CSRT



RCUT

(’“ Purpose:

Partition a matrix between specified rows to
form two resultant matrices.

Usage:
CALL RCUT (A, L, R, S,N, M, MS)

Description of parameters:

A - Name of input matrix.

I. - Row of A above which partitioning takes
place.

R - Name of matrix to be formed from upper
portion of A.

S - Name of matrix to be formed from lower

portion of A.
N - Number of rows in A.
M - Number of columns in A,
MS - One digit number for storage mode of

matrix A:
0 - General.
1 - Symmetric.
2 - Diagonal.

Remarks:
Matrix R cannot be in same location as matrix A,
Matrix S cannot be in same location as matrix A,
?@m Matrix R cannot be in same location as matrix S,
. Matrix R and matrix S are always general ma-
trices.

Subroutines and function subprograms required:
LoC

Method:
Elements of matrix A above row L are moved to
form matrix R of L-1 rows and M columns,
Elements of matrix A in row L and below are
moved to form matrix S of N~L+1 rows and M

columns.
SUBROUTINE RCUTTA 4L oRySeNeMyNS) RCUT 1
DIMENSICN Af1)4RE11,S(1) R/RCUT 2
1R=0 RCUT 3
1$=0 RCUT L3
B0 70 Jwl,M RCUT s
DO T0 I=1,N RCUT &
c ., FIND LOCATION IN GUTPUT MATRIX AND SET TO ZERO RCUT T
A4 IFtI=-L} 20,410,10 RCUT 8
10 IS=1S+1 RCUT 9
S11S)=0.0 RCUT 1IN
GD Y0 30 « RCUT 1
20 IR=[Re) RCUT 12
RIIR)=0,0 RCUT 13
[4 LOCAYE ELEMENT FOR ANY MATRIX STORAGE MODE RCUT 14
30 CALL LBCIIsdeldeNeMynS) . RCUT 15
[4 TEST FOR ZERD ELEMENT IN DIAGONAL MATRIX RCUT 16
IFITJ1 40,7040 RCUT 17T
|4 DETERMINE WHETHER ABOVE.OR BELOW L RCUT 18
40 IFtI-L) 50,50,50 RCUT 19
50 SUISI=A(LIS) RCUT 20
G0 TO 70 RCUT 21
60 RIIRI=ALIJ) RCUT 22
T0 CONTINUE RCUT 23
RETURN RCUT 24
END RCUT 25

CcCcuT

Purpose:
Partition a matrix between specified columns to
form two resultant matrices.

Usage:
CALL CCUT (A,L,R,S,N,M, MS)

Description of parameters:
A - Name of input matrix.
L - Column of A to the left of which partition-
ing takes place.
R - Name of matrix to be formed from left
portion of A.
S - Name of matrix to be formed from right
portion of A,
N - Number of rows in A,
M - Number of columns in A,
MS - One digit number for storage mode of
matrix A:
0 - General,
1 - Symmetric.
2 -~ Diagonal.

Remarks:
Matrix R cannot be in same location as matrix A,
Matrix S cannot be in same location as matrix A,
Matrix R cannot be in same location as matrix S.
Matrix R and matrix S are always general ma-
trices.

Subroutines and function subprograms required;
LOC

Method;
Elements of matrix A to the left of column L are
moved to form matrix R of N rows and L.-1 col-
umns. Elements of matrix A in column L and to
the right of L are moved to form matrix S of N
rows and M-L+ 1 columns.

SUBROUTINE CCUT{a,L4RsSyNsMyMS) ccur 1
DIMENSION AL1),R(11,5(1) ceur 2

IR=0 ccur 3

15=0 ccur 4

00 70 J=i,M cecur S

00 70 I=1,4N cCuT 6

c FIND LOCATION I[N OUTPUT MATRIX aND SET TN 2€R0 ccur 7
1FLJ=L) 20,1010 ccur 8
10-IS=1S¢l ccur @9
S(IS)=0.0 ccur 10

GD TO 30 ccur 1

20 IR=tR+1 cecur 12
R{IR)=0.0 ccur 13

4 LOCATE ELEMENT FOR ANY MATRIX STORAGF MODE ceur L4
30 Cath LOCITsdeldeN M uS) ccur 18

< TEST FOR ZERD ELEMENT IN DIAGONAL MATRIX cour e
IFLIJ) 40,70,40 ccur 7

[ DETERMINE WHETHER RIGHT OR LEFT OF L ccuy 18
40 LF{J-L) 60+50,50 CCuT 19
50 S{IS)=ALIN) ccur 21
GO YO 70 ccur 21

60 R{IRI=ALLN cocuy 22
T0 CONTINUE ccur 23
RETURN CCUr 24

END ceur 25
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RTIE

Purpose:

Adjoin two matrices with same column dimen-
sion to form one resultant matrix. (See Method.)

Usage:

CALL RTIE(A, B,R,N, M, MSA, MSB, L)

Description
A -
B -
R -
N -
M -
MSA -
MSB -
L -

Remarks:

of parameters:
Name of first input matrix.
Name of second inpuf matrix.
Name of output matrix.
Number of rows in A.
Number of columns in A, B, R.
One digit number for storage mode of
matrix A:
0 - General.
1 - Symmetric.
2 - Diagonal.
Same as MSA except for matrix B.
Number of rows in B.

Matrix R cannot be in the same location as ma-
trices A or B.
Matrix R is always a general matrix.

Matrix A must have the same number of columns

as matrix B.

Subroutines and function subprograms required:

LOC

Method:

Matrix B is attached to the bottom of matrix A.
The resultant matrix R confains N+ L rows and

M columis.
SUBROUTENE RTIE{A 4B +RyNyMoMSAMSB,L) RYIE
DIMENSION AL1)4BC11,R(T} RTIE
NNeN RYIE
1R=0 RTIE
NX=NN RTIE
HSX=MSA RTIE
00 9 Jd=1,M RTIE
DO 8 If=l,2 RTIE
DO 7 [=1,NN RTIE
1R=IR¢1 RTIE
RUTR1=0,0 RTLE
c LOCATE ELEMENT FOR ANY MATRIX STORAGE MODE RTIE
CALL LOC{I¢Jy [Jo¥N,H MSX) RTIE
¢ TEST FOR ZERD ELEMENT IN DIAGONAL MATRIX RTIE
IFULA) 2,742 RTIE
3 MOVE ELEMENT TO MATRIX R RTIE
2 GO TOU3,41,11 RTIE
3 ROUIRI=ALLS) RTIE
G0 T0 7 RTLE
4 RUIRI=BLIS RTIE
7 CONTINUE RTTE
3 REPEAT AROVE FOR MATRIX B RTIE
MSX=MSB RTIF
8 NNsL RTIE
c RESET FOP NEXT COLUMN RTIE
MSXaMSA RTIE
9 NNaNX RTIE
RETURN RYIF
END RTIE
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CTIE

Purpose:

Adjoin two matrices with same row dimension to

form one resultant matrix, (See Method. )

CALL CTIE(A, B,R,N, M, MSA, MSB, L)

Usage:

Description
A -
B -
R -
N -
M -
MSA -
MSB -
L -

Remarks:

of parameters:
Name of first input matrix.
Name of second input matrix.
Name of output matrix.
Number of rows in A, B,R.
Number of columns in A.
One digit number for storage mode of
matrix A:
0 - General.
1 - Symmetric.
. 2 - Diagonal,
Same as MSA except for matrix B.
Number of columns in B.

Matrix R cannot be in the same location as ma-
trices A or B.

Matrix R is always a general matrix,

Matrix A must have the same number of rows
as matrix B.

Subroutines
LOC

Method:

and function subprograms required:

Matrix B is attached to the right of matrix A.
The resultant matrix R contains N rows and
M+ L columns.

SUBROUTINE CTIE(A BsR(NJM,MSA¢NSB,L] CTLE
DIMENSION A{L}¢BILI,RIL) CYIf

MMaN CYIE

1R=0 CTIE
MSXaMSA CTIE

B0 6 JJ=1,2 CYIE

B0 5 Jal MM CYiE

0O 5 Ial,N CYIE
IRs[R+1 CYIE
RIIR)=0.0 CTIE

c LOCATE ELEMENT FOR ANY MATRIX STORAGE MOOE CTIE
CALL LOCETods LJsN MM, MSXD) CTIF

[ TEST FOR ZERD ELEMENT IN DJAGONAL MATRIX CYIE
(FEIJY 24542 CYIE

[ MOVE ELEMENT TO MATRIX R CTIF
2 GO TO(3,4)4d4 CTIE

3 RUIR)=A(IS} CTIE

60 T0 5 CTIF

& RUIR)=BLIJ) CTIf

5 CONTINUE CTIE

[ REPEAT ABOVE FOR MATRIX B crie
H5XaMSB CViF

MNal CTIE

6 CONTINUE CTIE
RETURN CTIE

END CYIE

OBAP AL W
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MCPY XCPY

Purpose: Purpose:
Copy entire matrix, Copy a portion of a matrix.
Usage: Usage:
CALL MCPY (A,R, N, M, MS) CALL XCPY(A, R, L,K,NR, MR, NA, MA, MS)
Description of parameters: Description of parameters:
A - Name of input matrix, A -~ Name of input matrix.
R - Name of output matrix. R - Name of output matrix.
N - Number of rows in A or R. L - Row of A where first element of R can be
M - Number of columns in A or R. found. .
MS - One digit number for storage mode of K - Column of A where first element of R
matrix A (and R): can be found.
0 - General. NR - Number of rows to be copied into R.
1 - Symmetric. MR - Number of columns to be copied into R.
2 - Diagonal. NA - Number of rows in A.
MA - Number of columns in A.
Remarks: MS - One digit number for storage mode of
None., matrix A:
0 - General.
Subroutines and function subprograms required: 1 - Symmetric.
LOC 2 - Diagonal.
Method: Remarks:
Each element of matrix A is moved to the cor- Matrix R cannot be in the same location as ma-
responding element of matrix R. trix A.
Matrix R is always a general matrix.
SUBROUT INE MCPY{ARyNyHM,MS) MCPY 1
U Lo, 1 AR :
Tt A “acrr Subroutines and function subprograms required:
C COPY MATRIX MCPY 4
00 1 f=1,IF¥ MCPY' A LOC
1 REIY=ALL) MCPY 7
RE tURN MCPY 9
END MCPY 9
Method:

Matrix R is formed by copying a portion of ma-
trix A. This is done by extracting NR rows and
MR columns of matrix A, starting with element
at row L, column K.

SURRDUTINE XCPY(AsRyLoKeNQpuR NAYHMA, MS) xcey

|

DIMENSION All1,RE1) xcey 2

4 INTTIALTZE Xeey 3
tR=0 Xeey 4
L2=L#NR-1 xf.ey 5
K2zKeMR~-1 xcey 6

ON 5 J=K,K2 xXCPyY 7

o0 5 Iag,L2 XCpy a
IR=IR¢1 xXCPY @
RIIR)=0.0 Xcpy 1N

4 LOCATE ELEMENT FOR ANY MATRIX STORAGE MODE xcepy 11
CALL LNCIT+JdyTA,NA,MA NS xXCPY 12

c TEST FUP ZERD ELEMENT IN DJAGUNAL MATRIX xcey 13
TF(TA) 4,5,4 xcpy 14

4 RUIR)I=ACIA} XCPY 15

5 CONTINUE XCPY 16
RETURN xcey 17

END XCPY 1A
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RCPY

Purpose:

Copy specified row of a matrix into a vector.

Usage:

CALL RCPY (A, L, R, N, M, MS)

Description of parameters:

222 >
1

S -

Remarks:
None.

Name of input matrix.
Row of A to be moved to R.
Name of output vector of length M.
Number of rows in A,
Number of columns in A.
One digit number for storage mode of
matrix A;
0 - General.
1 - Symmetric.
2 - Diagonal.

Subroutines and function subprograms required:

LOC

Method:

Elements of row L are moved to corresponding
positions of vector R.

SUBROUTINE RCPY{A L oRoNoM NS} RCPY
DIMENSION A(1),8¢ 1) RCPY

DO 3 J=14M RCPY

4 LOCATE ELEMENT FOR ANY MATRIX STORAGE MODE RCPY
CALL LOC(LoJoLJsNoMyMNS) RCPY

[ TEST FOR ZERD ELEMENT I[N DIAGONAL MATRIX RCPY
IFILJY 1e241 RCPY

[ MOVE ELEMENY TO R RCPY
1 ROJI=A(LY) RCPY

60 13 3 RCPY

2 RLJ)=0,0 RCPY

3 CONTINUE RCPY
RETURN RCPY

END RCPY
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CcCPY

Purpose:

Copy specified column of a matrix into a vector.

Usage:
CALL CCPY(A, L,R,N, M, MS)

Description of parameters:

- Name of input matrix.

- Column of A to be moved to R.

- Name of output vector of length N.
Number of rows in A,

- Number of columns in A,

EgZz9t e
]

8 - One digit number for storage mode of

matrix A:
0 - General,
1 - Symmetric.
2 - Diagonal.

Remarks:
None.

Subroutines and function subprograms required:

LOC

Method:

Elements of column L are moved to correspond-

ing positions of vector R,

SUBROUTINE CCPYIA LR NoM HS)
DIMENSICN A(L}RUTD
00 3 [=14N )

c LOCATE ELEMENT FOR ANY MATRIX STORAGE MODE
CALL LOCIIsLoILeN¢MsNS)

c TEST FOR ZERO ELEMENT IN OTAGONAL MATRIX
TFUIL) 14241

c MDVE ELEMENT TO R

RE1)aALIL)

60 T0 3

R(1)=0,0

CONTINUE

RETURN

END

Y

ODAP NS N

[

)



DCPY
Purpose:
Copy diagonal elements of a matrix into a vec-

tor.

Usage:
CALL DCPY (A,R,N, MS)

Description of parameters:

A - Name of input matrix.
R - Name of output vector of length N.
N - Number of rows and columns in matrix A,
MS - One digit number for storage mode of
matrix A:
0 - General.

1 - Symmetric.
2 - Diagonal.

Remarks:
Input matrix must be a square matrix.

Subroutines and function subprograms required:
LOC

Method:
Elements on diagonal of matrix are moved to
corresponding positions of vector R.

SUBROUT [INE OCPY{AsR¢Ns MS) DCPY 1
DINENSTON ALL).RI1) ncey 2

BO 3 JsiN oceyY 3

c LOCATE DIAGONAL ELEMENT FOR ANY MATRIX STORAGE MCOE oCPY &
CALL LOCIdedeTJoNeNsMS) ocPY 5

4 MOVE DIAGONAL ELEMENT TD VECTOR R . BCPY 6
3 RUJI=ALLY) oLePY 7
RETURN ocey 8

END [ S

SCLA

Purpose:
Set each element of a matrix equal to a given
scalar.

Usage:
CALL SCLA (A, C,N, M, MS)

Description of parameters:

A - Name of input matrix.

C - Scalar.

N - Number of rows in matrix A,

M ~ Number of columns in matrix A.

MS - One digit number for storage mode of
matrix A:

0 - General.
1 - Symmetric.
2 - Diagonal.

Remarks:
None.

Subroutines and function subprograms required:
LOC

Method:
Each element of matrix A is replaced by Scalar
C.

SUBROUTIRE SCLALACaNeM MS) sCLA
OINENSION AL1) SCLA
< COMPUTE. VECTOR LENGTH, ITY sCLa
CALL LOC{NoMyIT ¥ oM,NS) sCLa
c REPLACE BY SCALAR scLA

00 1 T=1,17 SCLA
Al1)scC SCLA
RETURN SCLA
END scLa

-
DB AP AW~
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DCLA

Purpose:
Set each diagonal element of a matrix equal to a
scalar.

Usage:
CALL DCLA (A, C,N, MS)

Description of parameters:

A - Name of input matrix.
C - Scalar.
N - Number of rows and columns in matrixA
MS - One digit number for storage mode of
matrix A:
0 - General.
1 - Symmetric.
2 - Diagonal.
Remarks:

Input matrix must be a square matrix.

Subroutines and function subprograms required:
LOC

Method:
Each element on diagonal of matrix is replaced
by scalar C.

SUBROUTINE OCLATA 4CoN,MS) ncLa
DIMENSION At1l) oCLA
DO 3 I=1,N oCLA
LOCATE DIAGONAL ELEMENY FOR ANY MATRIX STORAGE MODE BCLA
CALL LOCEI+T4IDNyN,MS}H ocLa
REPLACE DIAGONAL ELEMENTS OCLA

3 AlID)=C BoCcLA
RETURN 0CLA
END BCLA
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MSTR

Purpose:
Change storage mode of a matrix,

Usage:
CALL MSTR(A, R, N, MSA, MSR)

Description of parameters:

A - Name of input matrix.
R - Name of output matrix.
N - Number of rows and columnsinA andR.
MSA - One digit number for storage mode of
matrix A:
0 - General,
1 - Symmetric.
2 - Diagonal.
MSR - Same as MSA except for matrix R.
Remarks:
Matrix R cannot be in the same location as ma-
trix A,

Matrix A must be a square matrix,

Subroutines and function subprograms required:

LOC
Method:
Matrix A is restructured to form matrix R.
MSA MSR

0 0 Matrix A is moved to matrix R.

0 1 The upper triangle elements of a
general matrix are used to form
a symmetric matrix.

0 2  The diagonal elements of a gener-
al matrix are used to form a di-
agonal matrix.

1 0 A symmetric matrix is expanded
to form a general matrix.

1 1  Matrix A is moved to matrix R.

1 2  The diagonal elements of a sym-
metric matrix are used to form a
diagonal matrix.

2 0 A diagonal matrix is expanded by
inserting missing zero elements
to form a general matrix.

2 1 A diagonal matrix is expanded by
inserting missing zero elements
to form a symmetric matrix.

2 2 Matrix A is moved to matrix R.

SUBROUTINE MSTREA,R+N.MSA,MSR) MSTR 1
DIMENSION ACL)4RI D) MSTR 2

DO 20 I=al,N MSTR 3

B0 20 J=14N MSTR 4

c IF R IS GENERAL, FORM ELEMENT MSTR 5
1F{MSR) 5,10,5 MSTR 6

c IFf IN LOWER TRTANGLE OF SYMMETREIC OR DIAGOANAL R, BYPASS MSTR 7
5 IFLI-J) 10410420 NSTR A

10 CALL LOCIT+J0TReN NyMSR) MSTR 9

.C IF IN UPPER AND OFF DIAGONAL OF DIAGONAL R, BYPASS MSTR 10
IFLIR) 20,20.15 MSTR L

c OTHERWISE, FORM R{1,44) MSTR 12
15 RUIRY}=0.0 MSTR 13
CALL LOCEIoJeTAsN4N,MSA) MSTR 14

4 IF THERE IS NO AlT,J)s LEAVE R{1,4) AT 0.0 MSTR 15
1F{1A) 20,20,18 MSTR 16

18 RUIRY=A(IA) MSTR 17

20 CONTINUE MSTR 18
RETURN MSTR 19

END MSTR 20



MFUN

Purpose:

Apply a function to each element of a matrix to
form a resultant matrix.

Usage:

CALL MFUN (A, F,R,N, M, MS)

An external statement must precede call state-
ment in order to identify parameter F as the
name of a function.

Description of parameters:

A -
F

R
N
M -
MS -

Remarks:

Name of input matrix.
Name of FORTRAN-furnished or user
function subprogram.
Name of output matrix,
Number of rows in matrix A and R.
Number of columns in matrix A and R.
One digit number for storage mode of
matrix A (and R):

0 - General.

1 - Symmetric.

2 - Diagonal.

Precision is dependent upon precision of func-
tion used.

Subroutines and function subprograms required:

LOC

F (see Description of Parameters)

Method:

Function F is applied to each element of matrix A

to form matrix R.

SUBROUT INE MFUNIA oF \R 4Ny My MS) MEUN
DIMENSTION ATL),RI1Y MFUN
COMPUTE VECTOR LENGTH, 17 MFUN
CALL LUCIN My TN oMy MS) NEUN
BUILD NMATRIX 2 FOR ANY STNRAGE .MODE MFEUN

DO S I=l,IT
B8zA(l)

5 RUM=FLA)
RF TURN
END

MFUN
MFUN
MFUN
MFUN
NFUN

-

DIDNT AL WV~

Function RECP

Purpose:

Calculate reciprocal of an element. This is a
FORTRAN function subprogram which may be
used as an argument by subroutine MFUN.

Usage:
RECP(E)

Description of parameters:
E - Matrix element.

Remarks:

Reciprocal of zero is taken to be 1. 0E38,

Subroutines and function subprograms required;

None.

Method:

Reciprocal of element E is placed in RECP.

FUNCTION RECPLE)
BIG=1.0E38

TEST ELEMFNY =0OR ZFHD
LFLEY 14241

RECP
RECP
RECP
RFCP

IF NON-7ERO, CALCULAYE RECTPROCAL RECP

1 RECP=1.0/F
RETURN

RECP
RECP

IF Z€RO, SET EQUAL YO INFINITY RECP

2 RECPaSIGNIBIG.E)
RETURN
END

RECP
RECP
RLCP

Mathematics - Matrices 85

[SCr R IR R



LOC

Purpose:

Compute a vector subscript for an element in a
matrix of specified storage mode,

Usage:

CALL LOC (I, J, IR, N, M, MS)

Description of parameters:

2
!

Remarks:
None.

Row number of element.

Column number of element.

Resultant vector subscript.

Number of rows in matrix,

Number of columns in matrix,

One digit number for storage mode of
matrix:

0 - General.
1 - Symmetric.
2 - Diagonal.

Subroutines and function subprograms required:

None.

Method:
MS=0

MS=1

SUBROUTINE LOCIT, Js R NyM MS) Loc
txaf

Jx=J

Subscript is computed for a matrix with
N*M elements in storage (general ma-
trix).

Subscript is computed for a matrix with
N*(N+1)/2 in storage (upper triangle of
symmetric matrix), If element is in
lower triangular portion, subscript is
corresponding element in upper tri-
angle.

Subscript is computed for a matrix with
N elements in storage (diagonal ele-
ments of diagonal matrix). If element
is not on diagonal (and therefore not in
storage), IR is set to zero.

10 IRXaN&{JX-1)¢iX Loc

GO TO 36

1
?
3
IF{MS-1) 10420,30 Lac 4
A
L3
T

20 IFUIX=JX) 22,2442% Lnc
22 IRXalX#{JX®IX-IX) /2 woe

60 TN 36

24 IRXsJXeLIXSIX-1X) /2 Lac 10

60 TO 36
30 IRX=0

TFLIX=JX) 36,32,36 Loc 13

32 IRXaIX

36 IRsIRX
RETURN
END
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ARRAY

Purpose:

Convert data array from single to double dimen-
sion or vice versa., This subroutine is used to
link the user program which has double dimen-
sion arrays and the SSP subroutines which oper-
ate on arrays of data in a vector fashion.

Usage:

CALL ARRAY (MODE,I,J,N, M, §, D)

Description of parameters:
MODE - Code indicating type of conversion:

2 # e

wn

Remarks:

1 - From single to double dimen-
sion.
2 - From double to single dimen-
sion,

Number of rows in actual data matrix,
Number of columns in actual data ma-
trix.
Number of rows specified for the ma-
trix D in dimension statement.
Number of columns specified for the
matrix D in dimension statement.
If MODE=1, this vector contains, as
input, a data matrix of size Iby J in
consecutive locations columnwise.
If MODE=2, it contains a data matrix
of the same size as output. The
length of vector S is IJ, where IJ=1*J.
If MODE=1, this matrix (N by M)
contains, as output, a data matrix of
size I by J in first I rows and J col-
umns, If MODE=2, it contains a data
matrix of the same size as input.

Vector S can be in the same location as matrix
D. Vector S is referred as a matrix in other
SSP routines, since it contains a data matrix.
This subroutine converts only general data ma-
trices (storage mode of 0).

Subroutines and function subroutines required:

None.

Method:

Refer to the discussion on variable data size in
the section describing overall rules for usage in
this manual.



)

SUBROUT INE ARRAY [MODE,I¢JeNe"4s5,D} ARRAY
DIMENSION St1),.Dt 1} ARRAY
NidN-T ARRAY

c TEST TYPE 0IF CONVERSION ARRAY
IF{MODE-1} 10C, 100, 120 ARR AY

c CONVERT FROM SIRGLE TO OOUSLE DIMENSION ARRAY
t00 lJalsJel ARRAY
NMaNsJ+1 ARRAY
00 110 K=1,J ARRAY
NH=NM-N1 ARRAY 10
00 110 L=1,1 ARRAY 11
1J213-1 ARRAY 12
NM=yM-1 ARRAY 13
DINM)aS(1JY ARRAY 14
G0 TO 140 ARRAY 15
[ CONVERT FROM DOURLE TO SINGLE DIMFNSION ARRAY 16
129 ty=0 ARRAY 17
NMz0 ARRAY 13

0O 130 Kal,J4 ARRAY 19

00 125 L=1,1 ARRAY 20
142141 ARRAY 21
NMaNM+ | ARRAY 22

12% S{EJI=DINM) ARRAY 23
130 NMaNM+NT ARRAY 264

140 RETURN ARRAY 25
ARRAY 26

CRNP DL W -
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Mathematics — Integration and Differentiation
QSF

This subroutine performs the integration of an
equidistantly tabulated function by Simpson's rule,
To compute the vector of integral values:

X,
z,=z(x)= [ y(x)dx
1 ! (i=1,2,...,n)

with x, = a+(i-1) h

for a table of function values y; (i = 1,2,...,n),
given at equidistant points xj =a + (i-1) h
i=1,2,...,n), Simpson's rule together with
Newton's 3/8 rule or a combination of these two
rules is used. Local truncation error is of the
order h® in all cases with more than three points
in the given table. Only z2 has a truncation error
of the order h? if there are only three points in the
given table, No action takes place if the table
consists of less than three sample points,

The function is assumed continuous and differen-
tiable (three or four times, depending on the rule
used).

Formulas used in this subroutine (zj are integral
values, yj function values) are:

z.=z, . +h(1.25y, , +2y, -0.25y, 1
i~ %1 3( Vi1 Vi) @
h
= — +
z.j zj_2 + 3 . + 4y] 1 y.) (Simpson's .(2)

J-2 rule)

zZ, = 13 8h(y

+3y, . +3y., . +vV. 3
i Yia * 3ty @)

(Newton's 3/8 rule)

+ L] .
Z 3.875 yj_4 + 2,625 yj_3

h
37 %673 Vs
+ 2,625 + 3,875
V-2 V-1 *Yy @
[combination of (2) and (3)]

-Sometimes formula (2) is used in the following form:

h
2,520 "3 05 4 Vier ¥ Yju) ©)

Local truncation errors of formulas (1)...(4) are,
respectively:

1.4 /414

Ro=ggh v ") Ghpelxpxg))

Ry=-goh v/ Ey Gpelx X))

=.3,5
R3 = 80 h y " (53) (£3e[xj'3, xj])

4 144h IIII(£4) (E E[X ’x])

However, these truncation errors may accumulate.

For reference see:

(1) F.B. Hildebrand, Introduction to Numerical
Analysis, McGraw-Hill, New York/
Toronto/London, 1956, pp. 71-76,

(2) R. Zurmiihl, Praktische Mathematik fiir
Ingenieure und Physiker. Springer, Berlin/
Gottingen/Heidelberg, 1963, pp. 214-221,

Subroutine QSF

Purpose:
To compute the vector of integral values for a .
given equidistant table of function values.

Usage:
CALL QSF(H, Y,Z,NDIM)

Description of parameters:

H - The increment of argument values,

Y - The input vector of function values,

Z - The resulting vector of integral values,

Z may be identical to Y,

NDIM - The dimension of vectors Y and Z.
Remarks:

No action in case NDIM less then 3.

Subroutines and function subprograms required:
None

Method:
Beginning with Z(1) = 0, evaluation of vector Z is
done by means of Simpson's rule together with
Newton's 3/8 rule or a combination of these two
rules. Truncation error is of order H**5 (that is,
fourth-order method), Only in case NDIM=3
truncation error of Z(2) is of order H**4,
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SUBROUTINE QSF{H»YsZsNDIM} WSF MO}
DIMENSION Y{l)s2(1} QSF  mM02
HT=433333330H USF  MO3
Llst OSF  MO&
L2e2 QSF  MOS5
L3=3 QSF  MO6
La=4 QSF  MQ7
LS5=5 QSF MO8
L6626 GSF  MO9
IF{INDIM=51748s1 QSF M10
NDIM [S GREATER THAN 5. PREPARATIONS OF [NTEGRATION LOGCP QSF M1l
1 SuMlsY({L21+YIL2) QSF  M12
SUMIaSUM]+SUML GSF  M13
SUMLeHT#{YILL)IwSUMLI+Y (L)) QSF  Mle
AUX)e=Y{Lol+YiLG) QSF  M15
AUX1=AUX14AUX] QsF  Mle
AUX1aSUMLI+HT®(YILI P+AUXI+Y(LSY] QSF M7
AUXZ2=HT®IY{L1)43,875%(Y{L2I+Y{L5})42625%IYILII+YILL)I+Y(LE)D QS5F  Ml8
SUM2EY (LS )+YIL5) QSF  M19
SUM2rSUM2+SUM2 QSF  M20
SUMZ=AUX2=MHT#(Y{LG)+SUM2+YILE)) QSF M21
ZiL1t=Qs QsF  M22
AUX=Y(L3)+YIL3} QsF  M23
AUX=AUX+AUX Q5F M2s
ZIL2YaSUM2=HT#LY{L2)+AUX+Y L4} } QSF  M25
Z(L3)a5uMl QSF  M26
ZIL&)=SUM2 QSF M27
IFINDIM=6150542 OSF  M28
INTEGRATION LOOP WSF  M29
2 DO & I=74NDIMs2 QS5F  M30
SuMl=AUX1 GSF M3
SUM2=AUX2 QSF  M32
AUX1=Y(I=1)+Y(]=1] QSF  M33
AUX1=AUX]1+AUX]1 WSF M3
AUX1aSUMI+HT®(Y{1«2)+AUX1+Y1])) QSF M35
Zi1=2}=5uM1 QSF  M3s6
IFLTI=NDIMI3e646 QSF  M37
3 AUX2aY(lI+YL D) QSF  M38
AUX2BAUXZ+AUX2 WSF  M39
AUX2aSUM2+HT# (Y I~ 1) +AUX2+Y(]+1)) WSF M40
4 Z{1=1}1aSuM2 QSF M4l
5 ZINDIM=1)=zAUX] USF  M&2
Z(NDIM)=AUX2 USF M43
RETURN JdSF  Mao
& Z(NDIM=1)aSUMZ JSF MeS
ZINDIM)2AUX] WSF  Mas
RETURN QSF  M&7
END OF INTEGRATION LOOP QSF  M4d
7 IFINDIM=3112+11+8 QSF  Ma9
NDIM 15 EQUAL TO 4 OR 5 QSF M50
B SUM2=14125#HT#IYILLI+YIL2)+YIL2I4YIL2I+YILI) Y (LI N+YILI)+Y(LG}) QSF  M51
SUMl=Y(L2)+Y(L2) QsF M52
SUM]=S5UM]+SUML QSF  M53
SUML1=HT®{Y{L1I+SUMI+Y(L3)) QSF M54
2(L11=0. WSF M55
AUX1=Y{L3)+Y{L3} 2J5F  M56
AUX1=AUX1+AUX] ©SF  M57
ZiL2)aSUM2=HTH{Y(L2)+AUX14Y(L4}) WSF M58
IFINDIM=5110+9+9 WSF  M59
9 AUX1aYILL)+YiL&) J45F  M60
AUX1=AUX1+AUXL J5F  M&1
ZILS ) =SUML+HTH{Y{L ) €AUXLI+Y{L5)} SF M62
10 2{L3)=SuMl WSF  M63
ZiLe)aSUM2 QSF  Mb&
RETURN NSF M65
NDIM [S EQUAL TO 3 USF  M66
11 SUMLEHT®{1,258Y L1+ YIL2)+Y(L2)=e25%Y(L3)) USF  M&7
SUM2=YIL2)+Y(L2} OSF  M68
5UM235UMZ +SUM2 usF  M69
ZIL3)=HT® (Y (L1}+5UM2+YLL3)} QSF MT0
Z(L1)=0e usfF  M71
Z{L2)=5UuM] WSF  M72
12 RETURN WSF M3
END WEF  MT4

This subroutine performs the integration of a given
function by the trapezoidal rule together with
Romberg's extrapolation method in order to compute

an approximation for:
b

y= | f®da« 1)

Successively dividing the interval [ a,b ] into 2!
equidistant subintervals (i = 0,1,2,...) and using
the following notations:

_b-a - -
By =20 %= 2K Bp d =1 )

(k=0,1,2,...,2)

the trapezoidal rule gives approximations T, j to the
integral value y:

0,

21
1
T o =n)D £ - @rim)) (2)
i o i,k 2
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Then the following can be written:

o0
T i=y+ Z C
r=1

W20 -~

0, 0,2r i

with unknown coefficients Co,2r which do not
depend on i. Thus there is a truncation error of
the order h12 .

Knowing two successive approximations, To,i
and Ty j+1, an extrapolated value can be generated:

T -T
_ 0,i+l 0,1
T1,i - To, T 02 _ 1 @)

This is a better approximation to y because:

0

1 2 2r 2r
T, .=y + 5= C (2 h, -h, )
1,i 22_1 powc 0,2r i+l i

2 2
Noting that 22 hi+1 - hi = 0 and setting:

1
C = — 2 2r
2 - .
2-1 ( 27) Co,2r
T. . becomes:
1,1
o

2r
T,i°y+ 2 Cy,or Bir1
r=2

This gives a truncation error of the order h‘il+1'

Knowing Tg, j4+2 also, T1, i+l can be generated
(formula 3), and:

T -T
1,i+1 1,i
T, .=T, . _— 4
2,i 1, i+l 24 -1 )
Thus:
ad 2
r
T, .=y+ C 4
2,1 y rz=3: 2,2r = i¥2
< _ 1 4 2r .
with C2,2]’.‘ = 24—-—1 (2 2 ) Cl,2r

with a truncation error of the order hf+2. Observe
that the order of truncation error increases by 2 at
each new extrapolation step.

The subroutine uses the scheme shown in the
figure below for computation of T-values and



generates the upward diagonal in the one-dimen-
sional storage array AUX, using the general
formula:

Ty, j+ 'Tk-l,j

T, .=T, . . (k+j=i,
k k-1,j1
9] ’J 221{—1 (5)
= i-1,i-2,...,2,1,0)
and storing:

T . into AUX (i)
0,1

Ti,i—l mtf) AUX (i)

T, _into AUX (1)

k,0
Truncation error O(hiz) O(h?) O(hié) O(his)...
step length .
N oo 1 2 3
i i
b-a ONT JIT, 9l T, T

2/0] L1.0] |42,0]| 53,0
b-a
b-a T
2 ! OIIJ] T],],] TZI]

. 4
b-a .
2 2 To,2] Tl,2J
v 4

b-a .
8 3 To,3

Computation of T-values (QATR)

The procedure stops if the difference between two
successive values of AUX (1) is less than a given
tolerance, or if the values of AUX (1) start oscillat-
ing, thus showing the influence of rounding errors.

Subroutine QATR

Purpose:
To compute an approximation for integral
(FCTX), summed over X from XL to XTU),

Usage:
CALL QATRXL,XU,EPS,NDIM, FCT, Y, IER,
AUX) Parameter FCT required an EXTERNAL
statement,

Description of parameters:

XL - The lower bound of the interval.
XU - The upper bound of the interval.
EPS - The upper bound of the absolute error,

NDIM - The dimension of the auxiliary storage
array AUX, NDIM-1 is the maximal
number of bisections of the interval
XL, XU).

FCT - The name of the external function sub-
program used,

Y - The resulting approximation for the
integral value.

IER - A resulting error parameter,

AUX - An auxiliary storage array with
dimension NDIM,

Remarks:

Error parameter IER is coded in the following

form:

IER=0 - Tt was possible to reach the required
accuracy, No error,

IER=1 - It is impossible to reach the required
accuracy because of rounding errors,

IER=2 - It was impossible to check accuracy
because NDIM is less than 5, or the
required accuracy could not be reached
within NDIM-1 steps, NDIM should be
increased,

Subroutines and function subprograms required:
The external function subprogram FCT(X) must
be coded by the user. Its argument X should not
be destroyed.

Method:
Evaluation of Y is done by means of the trape-
zoidal rule in connection with Romberg's
principle. On return Y contains the best possible
approximation of the integral value and vector
AUX the upward diagonal of the Romberg scheme,
Components AUX(]) (I=1, 2,..., IEND, with
IEND less than or equal to NDIM) become ap-
proximation to the integral value with decreasing
accuracy by multiplication by (XU-XL),

For reference see:

1, Filippi, Das Verfahren von Romberg-Stiefel- Bauer
als Spezialfall des Allgemeinen Prinzips von
Richardson, Mathematik-Technik-Wirtschaft,
Vol, 11, Iss, 2 (1964), pp. 49-54,

2. Bauer, Algorithm 60, CACM, Vol, 4, Iss. 6
(1961), pp. 255,

SUBROUTINE QATRIXLeXUsEPSeNDIMyFCT oY+ IERVAUX) QATR
DIMENSTION AUX(1) QATR
PREPARATIONS OF ROMRERS-LOOP QATR
AUX (11w SR (FCT(XLI+FCT(XU)} GATR
Ha X=X, OATR

OB AR E WM

IF(NDIM=1184841 QATR

1 IF(HI201042 QATR
NDIM 1S GREATER THAN 1 AND H 1S5 NOT EQUAL TO O QATR

2 HHsH QaTR
ESFPS/ABS (H) QATR 10
DELT2e0, 0ATR 11
Pul, QATR 12
JJml QATR 12
D0 7 [s2.NDIM QATR 14
Y=AUX(1) QATR 1%
DELT1=DELT2 0ATR 16
HO=HH QATR 17

Mathematics — Integration and Differentiation 89



0O 3 Jaledd QATR 22
SMuSM4FCT (X} QGATR 23
3 XuX+HD QATR 24
AUX(T)I®a5%AUXT=]1)+PRSM QATR 25
A NEW AOPROXIMATION OF INTEGRAL VALUE 1S COMPUTED BY MEANS OF QATR 26
TRAPEZOIDAL RULEs QATR 27
STARYT OF ROMBERGS EXTRAPOLATION METHOD. QATR 28
Q=1, QATR 29
Jiei=1 QATR 30
B0 & J=lsJl QATR 31
1el=y QATR 32
Q=0+Q QATR 33
0=Q+Q GATR 34
4 AUXTTT)wAUX(TI+1)+LAUX{TT41)=AUXITIT)I/(G=14) QATR 35
END OF ROMBERG=STEP . QATR 36
DELT2=ABS (Y=AUX(1)} QATR 237
IF{1=8170545 QATR 28
5 IFIDELT2=-E)10+1046 QATR 39
& IF{DELT2«DELT1)7+11s11 QATR 40
T JImoged) QATR 41
8 IER=2 QATR 42
9 Y=H#®AUX(1) QATR 43
RETURN CATR 44
10 IER=O QATR 45
60 10 9 QATR 46
11 IER=1 QATR 47
YsHey QATR 48
RETURN QATR 4%
END QATR 50
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RK1

This subroutine integrates a given function using the
Runge-Kutta technique and produces the final com-
puted value of the integral,

The ordinary differential equation:

E- twy) M

with initial condition y(xg) = ¥, is solved numeri-
cally using a fourth-order Runge-Kutta integration
process. This is a single-step method in which the
value of y at x = x,, is used to compute y,, 1 =
¥(xn+1) and earlier values yj_;, ¥, _o, etc., are not
used.

The relevant formulae are:

y

ey = Yyt /6 [ko + 2k + 2k, + ko] @)

where we define, for step size h

=
]

0 hi (xn ’ yn)

o
[

hif{x_+ h/2, y_+ k. /2)
n n 0 @)

o
i

hf(xn + h/2, Yy + k1/2)
kg = hi(x; + h, y, + ko)
Subroutine RK1
Purpose:
Integrates a first order differential equation
DY/DX=FUN(X,Y) up to a specified final value.
Usage:

CALL RK1(FUN, HI, XI, YI, XF, YF, ANSX,
ANSY, IER)

20

Description of parameters:
FUN - User-supplied function subprogram
with arguments X,Y which gives
DY/DX.
HI - The step size.
X1 - Initial value of X.
YI - Initial value of Y where YI=Y(XI).
XF - Final value of X.
YF - Final value of Y.
ANSX Resultant final value of X.
ANSY Resultant final value of Y.
Either ANSX will equal XF or ANSY
will equal YF depending on which is
reached first.
IER ~ Error code:
1IER=0
IER=1

No error.
Step size is zero.

Remarks:

If XI is greater than XF, ANSX=XI and
ANSY=YI.

If H is zero, IER is set to one, ANSX is set to
X1, and ANSY is set to zero.

Subroutines and function subprograms required:
FUN is a two argument function subprogram
furnished by the user: DY/DX=FUN (X,Y).
Calling program must have FORTRAN external
statement containing names of function subpro-
grams listed in call to RK1.

Method:
Uses fourth-order Runge-Kutta integration proc-
ess on a recursive basis as shown in F. B.
Hildebrand, 'Introduction to Numerical Analy-
sis!, McGraw-Hill, 1956. Process is termi-
nated and final value adjusted when either XF or
YF is reached.

SUBHOUTINE RK1(FUNJHI X1 ¢Y1oXF YF, ANSX,ANSY,TER) RKY 1

[ TE XF IS LESS THAN DR EQUAL TO XI, RETURN XI,Y[ &S ANSWER RK1 2
IEIXE=X1) Lle10402 aKy 1

11 ANSXeX] RK| 4
ANSY=YIL RK1 5

RF TURN ° . /Kt 4

4 TEST INTERVAL VALUE rK1 14
12 HeHl ’K1 a
IFEHTY 16,16,20 RKL 9

14 1€R=1 /K1 10
ANSXaX] RK1 11
ANSY20.0 "K) 12
RETURN RK1 13

16 He-Hl RK1 &

¢ SET ANINITIAL XoYNoINITIAL ¥ | RK1 1§
20 AN=XI RK1 16
YNeY1 RKL 17

4 INTEGRATE UNE TIME STEP akl 18
HNEW=H RKL 19
Junpel A Rkl 20

60 10 170 RK1 21

25 ANj=XX Rkl 22
YNL=YY RK1 23

[3 COMPARE XNI (xXUN+11) TN X FINAL AND BRANCH ACCORDINGLY RKL 24
IF{XN1-XF}50,30440 \ RKL 25

c XNLsXF, RETURY (XF,YN1) AS ANSWER PRI 26
10 ANSX=XF RKL 27
ANSY=YNL RK1 28

60 TO 160, RK1 29

c XN1 GREATER THAN KF, SET NEW STEP SIZE AND INTFGRATE ONF STEP RKL 30
3 RETURN RESULTS OF INTEGRATION AS ANSWER ’Kl 3t
40 HNEWOXF~XN RK1 32
JuNP=2 Rkl W

GO 10 170 RKL 34

45 ANSKeXX RKL 38
aNSY=YY PRl 38

60 10 160 . RK1 37

¢ AN1 LESS THAN X FINAL, CHECK If [YN,YNL) SPAN ¥ FINAL RK1 38
50 TFLIYNE=YF)SIYF-YN}160,70,117 RKL 30



c YNL AND YN DO NOT SPAN YF, SET (XN,YN) AS {XN1,YNL) AND REPFAT RKI  4n

60 YN=YNL RK1 41

XN=XN] RKI &2

€0 10 170 Kl 41

c EITHER YN OR YN1 sYF. CHMECK WHICH AND SFT PROPF® [X,Y} AS ANSWFRK] 44

70 [FLYNL=YF)BO, |00, RO aKl 45

RO ANSY=YN AKL 45

ANSX=XN axi 47

G0 70 160 aKl 48

100 ANSY=YN1 RK| 49

ANSXeXN] Rkl 51

60 10 180 aKl  s1

[3 YN AND YND SPAN YF, TRY TN FIND X VALUF ASSNCIATED NITH vF RK1 52

110 B0 180 fal,10 aK1 51

4 INTERPOLATE T3 FIND NEW TIME STEP AND INTFIRATE ONF STEP LTI 7Y

4 TRY TEN INTERODLATIONS AT MNST RK1 S5

HNEM=((YF-YN )/ (Y NE=YNI)® (XNL-XN) RK1 58

JUMP=3 RK1 57

GO 10 170 RKl 58

115 XNEW=XX RK1 59

YNEWRYY RKE 60

c COMPARE COMPUTED Y VALUE WITH YF AND HRANCH RK1 61

IF{YNEW=-YF } 12041504130 Akl 62

[4 ADVANCE, YF IS BETWEEN YNEW AND YNL RKL 63

120 YN=YNEW RK1 64

XN=XNEW RK1 65

. GU TO 140 RKL 86

[4 ADVANCE, YF IS BETHFEN YN AND YNEW RKT &7

130 YNL=YNEW K1 68

XN1=XNEW /K1 69

140 CONTINUE . RK1 70

4 RETURN {XNEW,YF} AS ANSWER RK1 71

150 ANSX=XNEW Rl 72

ANSY=YF RK1 73

160 RETURN RK1 74

170 H2=HNFW/2.0 Akt 75

T1=HNEWSFUNTXN,YN) RKl 76

T2=HNEWCFUNIXN#H2 JYN+T /2 .0} X1 77

T3=HNEWSFUNIXN#H2 ,YNeT2/2.00 Rkl 78

T4xHNEWSFUNI XN+HNEW YN+ T3] RX1 79

YY2YNO(T142.0072+2.0%T3+T41/6.0 RK1 80

XX=XN+HNEW Rkl 81

GN TO (25,45,115), Junp RK1 87

END RK1 A3
RK2

This subroutine integrates a given function using the
Runge-Kutta technique and produces tabulated values
of the computed integral.

The ordinary differential equation:

d
£ = fx.) @

with initial condition y(xg) = y( is solved numeri-
cally using a fourth-order Runge-Kutta integration
process. This is a single-step method in which the
value of y at x = x, is used to compute y,, ¢ =
¥(x,, 1) and earlier values y, 4, ¥,_o, €tc., are not
used.

The relevant formulae are:

Vg = Yot 1/6 [k0+ 2k, + 2k, + k3] (2)

n+

where we define, for step size h

k0 = hf(xn, yn)

k1 = hf(xn+ h/2, V, * k0/2) o)
k, = hf(xn+ h/2, Yy k1/2)

kg = hix + b, y, + k)

Subroutine RK2

Purpose:
Integrates a first-order differential equation
DY/DX=FUN(X, Y) and produces a table of inte-
grated values.

Usage:
CALL RK2(FUN, H, X1, YLLK, N, VEC)

Description of parameters:

FUN - User-supplied function subprogram
with arguments X, Y which gives DY/DX.

H - Step size.

X1 ~ Initial value of X.

YI - Initial value of Y where YI=Y(XI).

K - The interval at which computed values
are to be stored.

N - The number of values to be stored.

VEC - The resultant vector of length N in
which computed values of Y are to be
stored.

Remarks:
None.

Subroutines and function subprograms required:
FUN - User-supplied function subprogram for
DY/DX.
Calling program must have FORTRAN EXTER-
NAL statement containing names of function
subprograms listed in call to RK2.

Method:
Fourth-order Runge-Kutta integration on a re-
cursive basis as shown in F. B. Hildebrand,
'Introduction to Numerical Analysis', McGraw-
Hill, New York, 1956,

SUBROUTINE RK2UFINsH XTI, KN, VEC) RK2 1
DIMENSION VECI1} RK? ?
H2=H/2, K2 1
t=Y1 RK2 4
X=X{ RK? 5
DU 2 [=14N /K2 6
00 1 =1k RK? 7
TUL=HOFUN{ Xy Y) RK2 8
T2=HOFUNIX+H2,¥+T 172,) RK2 2
TI=HBFUN(X+H2,YeT 2/2,) RK2 1
TozHOFUNI XK, Y+T3) RKZ 11
Y= ¥Ye{T142.67242,¢T34T41 /6. RK2 12
1 X=X+H K2 13
2 VEC( )=y RK2 14
RETURN K2 15
END RK 2 1%
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RKG

This subroutine uses the Runge-Kutta method for
the solution of initial-value problems.

The purpose of the Runge-Kutta method is to ob-
tain an approximate solution of a system of first-
order ordinary differential equations with given
initial values. It is a fourth-order integration pro-
cedure which is stable and self-starting; that is,
only the functional values at a single previous point
are required to obtain the functional values ahead.
For this reason it is easy to change the step size h
at any step in the calculations. On the other hand,
each Runge-Kutta step requires the evaluation of the
right-hand side of the system four times, which is
a great disadvantage compared with other methods
of the same order of accuracy, especially predictor-
corrector methods. Another disadvantage of the
method is that neither the truncation errors nor
estimates of them are obtained in the calculation
procedure. Therefore, control of accuracy and
adjustment of the step size h is done by comparison
of the results due to double and single step size 2h
and h.

Given the system of first-order ordinary differ-
ential equations:

dy
y'=—l=f (X, ¥i0 Yor o+-5 V)
1 dx 1Y * Iy
dy
y'=—2=f & Vs Voo vres V)
2 dx 2 Y * In
d
y'=—yr—1=f * ¥, ¥ y.)
n dx n k] 1! 2’ !n

and the initial values:
Y, &) = V1,0 Voo = Yo, 00 100 Y& = Y, 0

and using the following vector notations:

yl (X) fl(X, Y) yl, 0
Y = [ 7, |, PV = | f,,7) | Y =y, o
¥, £ (xY) Yn, 0

where Y, F and Y are column vectors, the given
problem appears as follows:

dy
== = i =
Y l F(x,Y) with Y(xo) YO

92

With respect to storage requirements and com-
pensation of accumulated roundoff errors, Gill's
modification of the classical Runge-Kutta formulas
is preferred. Thus, starting at xg with Y(xg) = Yo
and vector Q@ = 0, the resulting vector Y4 =Y(x¢g+h)
is computed by the following formulas:

;Y1 =Y +1(K

0 1~ 2R

K, =hF(, Y) N

- 1 _ 21
Ql'Qo+3[2(K1 on)] 2 Ky

h 1
K = Y . Y =Y + - [< _.1;!
g TBF(G 5 Y)Y, =Y A \Jz)( 2™ %)

1
Q=9 +3[a "\I‘E)(Kz -Q)) -a 'Jl;)Kz
1)
Y

—_ 1 -
5 Yo) 3 Vg =Y, + (L 4[5(K,- Q)

1
Q=@ *3fa “L\g)a% -)-a +\/;)K3

1
=Yg+ (K, - 2Q9)

h
K3 —hF(xO +—

K, =hF(x +h, Yy ; Y,

_ 1 1
Q=9+ 3 [, - 299) - 3%,

where Ky, Ko, K3, K4, Y3, Yo, Y3, Y4, Q1, Q2,
Q3, Q4 are all column vectors with n components.

If the procedure were carried out with infinite
precision (that is, no rounding errors), vector Q4
defined above would be zero. In practice this is not
true, and Q4 represents approximately three times
the roundoff error in Y4 accumulated during one step.
To compensate for this accumulated roundoff, Q4

is used as Qg for the next step. Also (xg +h) and Yy
serve as xq and Y respectively at the next step.

For initial control of accuracy, an approximation
for Y(xq + 2h) called Y(2) (x¢ + 2h) is computedusing
the step size 2h, and then an approximation called
¥(1) (xo + 2h), using two times the step size h. From
these two approximations, a test value § for ac-
curacy is generated in the following way:

1 & 1 2

where the coefficients aj are error-weights specified
in the input of the procedure.

Test value 6 is an approximate measure for the
local truncation error at point x¢+2h. If § is greater
than a given tolerance €9, increment h is halved and

the procedure starts again at the point xg. If§is
less than €92, the results Y(1) (xo+h) and Y(1) (x0+2h)



are assumed to be correct. They are then handed,
together with xg + h and x¢ + 2h and the derivatives
at these points -- that is, the values of F[xo + h,
Y(1) (xg+h)] and F[xq+2h, Y(1) (xo+2h)] respective-
ly -- to a user-supplied output subroutine.

If & is less than €1 = €5/50, the next step is
carried out with the doubled increment. However,
care is taken in the procedure that the increment
never becomes greater than the increment h specified
as an input parameter, and further that all points
x. + jh (where j =1, 2, ...) which are situated
between the lower and upper bound of the integration
interval are included in the output. Finally, the
increment of the last step of the procedure is chosen
in such a way that the upper bound of the integration
interval is reached exactly.

The entire input of the procedure is:

1. Lower and upper bound of the integration
interval, initial increment of the independent vari-
able, upper bound €2 of the local truncation error,

2. Initial values of the dependent variables and
weights for the local truncation errors in each com-
ponent of the dependent variables.

3. The number of differential equations in the
system.

4. As external subroutine subprograms, the
computation of the right-hand side of the system of
differential equations; for flexibility in output, an
output subroutine,

5. An auxiliary storage array named AUX with
8 rows and n columns.

Output is done in the following way. If a set of
approximations to the dependent variables Y(x) is
found to be of sufficient accuracy, it is handed --
together with x, the derivative F[x, Y(x)], the
number of bisections of the initial increment, the
number of differential equations, the lower and upper
bound of the interval, the initial step size, error
bound €2, and a parameter for terminating subroutine
RKGS -- to the output subroutine, Because
of this output subroutine, the user has the opportu-
nity to choose his own output format, to handle the
output values as he wants, to change the upper error
bound, and to terminate subroutine RKGS
at any output point. In particular, the user is able
to drop the output of some intermediate points,
printing only the result values at the special points
X9 +nh(n=0, 1, 2, ...). The user may also
perform intermediate computation using the integra-
tion results before continuing the process.

For better understanding of the flowchart and of
the FORTRAN program, the following figure shows
the allocation of special intermediate result vectors
within the storage array AUX,

For reference see A, Ralston/H.S. Wilf, Mathe-
matical Methods for Digital Computers , Wiley,
New York/London, 1960, pp. 110-120,

AUX

function vector Y(x) 1. row (AUX (1) in flowchart)

derivative vector F(x, Y{x)) 2. row (AUX (2) in flowchart)

vector of accumulated roundoff | 3. row (AUX (3) in flowchart)
at point x

function vector Y(x+2h) for 4. row (AUX (4) in flowchart)
testing purposes

function vector Y(x+th) 5. row (AUX (5) in flowchart)

vector of accumulated roundoff | 6. row (AUX (6) in flowchart)
at point x+h

derivative vector F(x+h, Y(x+h)}| 7. row (AUX (7) in flowchart)

vector of error weights 8. row (AUX (8) in flowchart)
multiplied by 1/15

Storage allocation in auxiliary storage array AUX (RKGS)

Subroutine RKGS

Purpose:
To solve a system of first-order ordinary differ-
ential equations with given initial values,

Usage:
CALL RKGS(PRMT, Y,DERY,NDIM, IHLF,FCT,
OUTP,AUX) Parameters FCT and OUTP require
an external statement,

Description of parameters:

PRMT . An input and output vector with
dimension greater than or equal
to 5, which specifies the para-
meters of the interval and of
accuracy and which serves for
communication between the ocutput
subroutine (furnished by the user)
and subroutine RKGS, Except for
PRMT(5), the components are not
destroyed by subroutine RKGS and
they are:

PRMT(1) - Lower bound of the interval (input),

PRMT(2) - Upper bound of the interval (input),

PRMT(3) ~ Initial increment of the independent
variable (input),

PRMT@4) - Upper error bound (input), If

absolute error is greater than
PRMT(4), the increment gets halved,
If the increment is less than PRMT(3)

and absolute error less than PRMT(4)/50,

the increment gets doubled, The user
may change PRMT(4) in his output
subroutine.
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PRMT(5) -

DERY -

NDIM -

IHLF -

FCT -

OuUTP -

AUX -

No input parameter, Subroutine
RKGS initializes PRMT(5)=0. If the
user wants to terminate subroutine
RKGS at any output point, he must
change PRMT(5) to nonzero in sub-
routine OUTP. Further components
of vector PRMT can be made avail-
able if its dimension is defined
greater than 5, However subroutine
RKGS does not require this. Never-
theless, they may be useful for
handling result values to the main
program (calling RKGS) which are
obtained by special manipulations
with output data in subroutine OUTP,
Input vector of initial values
(destroyed). On return, Y is the
resultant vector of dependent vari-
ables computed at intermediate
points X,

Input vector of error weights
(destroyed). The sum of its compo-
nents must equal 1. On return,
DERY is the vector of derivatives
of function values Y at points X.

An input value which specifies the
number of equations in the system,
An output value which specifies the
number of bisections of the initial
increment, When IHLF is greater
than 10, subroutine RKGS exits to
the main program with error mes-
sage THLF=11, Other error mes-
sages are:
IHLF=12; PRMT(3)=0 or
PRMT(1)=PRMT(2)
THLF=13; SIGN(PRMT(3)) is not

equal to SIGN(PRMT(2)-PRMT

1)).
The name of the external subroutine
used, This subroutine computes the
right-hand side, DERY, of the sys-
tem for given values X and Y, Its
parameter list must be X, Y, DERY,
Subroutine FCT should not destroy
X and Y.
The name of the external output sub-
routine used, Its parameter list
must be X, Y, DERY, IHLF, NDIM,
PRMT, None of these parameters
(except, if necessary, PRMT{),
PRMT(5),...) should be changed by
subroutine OUTP, If PRMT(5) is
changed to nonzero, subroutine
RKGS is terminated,
An auxiliary storage array with 8
rows and NDIM columns.

Remarks:

The procedure terminates and returns to the
calling program, if

More than 10 bisections of the initial increment

are necessary to get satisfactory accuracy

(error message IHLF=11),

The initial increment is equal to 0 or has the
wrong sign (error messages IHLF=12 or IHLF=13).
The integration interval is exhausted,

Subroutine OUTP has changed PRMT (5) to non-
zero,

Subroutines and function subprograms required:

The external subroutines FCT(X, Y, DERY) and
OUTP(X,Y,DERY,HLF,NDIM, PRMT) must be
furnished by the user,

Method:

-
o

Evaluation is done by means of fourth-order
Runge-Kutta formulae using the modification due
to Gill, Accuracy is tested comparing the results
of the procedure with the increment.

Subroutine RKGS automatically adjusts the

increment during the whole computation by
halving or doubling. I more than 10 bisections

of the increment are necessary to get satisfac-

tory accuracy, the subroutine returns with error

-

~

w

o o ows

message IHLF=11 to the main program.
To get full flexibility in output, an output
subroutine must be furnished by the user.

SUBROUTINE RKGS(PRMT +YsDERY sNDIMs IHLF 2 FCT2OUTPAUX) RKGS

1
OIMENSION Y(1)sDERY(1)sAUX(Ba1)sAL4) sBL6)sCI4) ¢yPRMTIS) RKGS MOl
00 1 leloNDIM RKGS 3
AUX(8+1)me0666666T#DERY(T) RKGS 4
XeORMT{1) RKGS 8
XEND=PRMT (2} RKGS 6
H=PRMT (3} RKGS 7
PRMT{S)e04 RKGS 8
CALL FCTUXsYoDERY) RKGS 9
ERROR TEST RKGS 10
TF{H® {XEND=X) 13843742 RKGS 11
PREPARATIONS FOR RUNGE=KUTTA METHOD RKGS 12
A{l)=45 RKGS 13
A(2)u,292R932 RKGS 14
Al3)=1,707107 RKGS 18
AlL)De1666667 RKGS 16
Bil)=2s RKGS 17
B(2)=) RXGS 18
B(3)=l RKGS 19
Bla)m2 RKGS 20
Ctl)mqe5 RKGS 21
C12)9.2928932 RKGS 22
Ci3)=1.707107 RKGS 23
Cla)meS RKGS 24
PREPARATIONS OF FIRST RUNGE-KUTTA STEP RKGS 2%
DO 3 I=14NDIM RKGS 26
AUX{lslduyi(]} RKGS 27
AUX (291 )=DERY (T} RKGS 28
AUX(391)30s RKGS 29
AUX{6+1)m04 RKGS 30
IRECwO RKGS 31
HeH+H RKGS 132
{HLFa=l RKGS 33
ISTEP®O RKGS 34
1END=O RKGS 235
START OF A RUNGE=KYUTTA STEP RKGS 136
IFL(X+H=XEND) #H) T+6¢5 RKGS 37
HaXEND=X RXGS 38
1END=1 RKXGS 39
RECORDING OF INITIAL VALUES OF THIS STEP RKGS 40
CALL OUTP{XsYIDERY» IRECINDIMIPRMT) RKGS 41
IF{PAMT(5))40+8+40 RKGS 2
ITESTeC RKGS 43
ISTEP=ISTEP+1 RKGS 44
START OF INNERMOST RUNGE=KUTTA LOOP RKGS &5
J=l RKGS 46
AJsAtD) RKGS 47
BJeBY) RKGS 48
CIuClN) RKGS 49

D0 11 I=14NDIM RKGS 50



R1aH#DFRY (I} RKGS 51

R2zAJ#[R1=BJ#AUX[6e1)) RKGS 52
Y(I)aY{11+4R2 RKGS K3
R28R2+R24R2 RKGS %4

11 AUX(6+1}=AUX (6411 4R2=CI#R] RKGS 55
TF(J=4112+1541% RKGS 56

12 J=Jjsl RKGS 537
1F(J=3113414413 RKGS 58

13 X=X+ 58M RKGS 59

14 CALL FCTIX»YeDERY) RKGS 60
GoTo 10 RXGS 61

(4 END OF INNERMOST RUNGE=KUTTA LOOP RKGS 62
4 TEST OF ACCURACY RKGS 63
15 IFIITESTI16416920 RKGS 64

[4 IN CASE ITFST=0 THERE IS NO POSSIRILITY FOR TESTING OF ACCURACY RKGS 63
16 00 17 tsliNDIM RKGS 66
17 AUX(&sDIsY () RKGS 67
ITEST=] RKGS 68
ISTEP=ISTEDP+ISTEP2 RKGS 69

18 IWLFslHLF+] RXGS 70
XuXeH RKGS 71

He o 5en RKGS 72

D0 19 Iel NDIM RKGS 73

YUY mAUX (10T RKGS 74
DERY{1)mAUX(241) RKGS 75

19 AUX{6+T)sAUX(251) RKGS 76
GOTO ¢ RXGS 77

4 IN CASE ITESTs#1 TESTING OF ACCURACY IS POSSIBLE RKGS 78
20 IMOD=1STEP/2 RKGS 79
IF{ISTEP=IMOD=-IMOD) 21423421 RKGS RO

21 CALL FCTIXsYDERY) RKGS 81
DO 22 Is1NDIW RKGS 82
AUX{Gel)aY(I) RKGS 83

22 AUX{To1)eDERYI(]) RKGS B84
GOTO 9 RKGS 8%

4 COMPUTATION OF TEST VALUE DELT RKGS 86
23 DELT=0e RKGS 87
50 24 1s1eNDIM RKGS 88

26 DELTSDELT+AUX (891 )8ABSIAUX (4s11=Y (11} RKGS 89
1F (DELT=PRYT(4))2R0208425 RKGS 90

4 ERROR 1S Y00 GREAT RXGS 91
25 IF{IHLF=10126+36+36 RKGS 92
26 DO 27 I=1WNDIM RKGS 93
27 AUX(4s1)mAUXISs]) RKGS 94
ISTEPaISTEP+1STEP=4 RKGS 9%

Xe Xt RKGS 96
1END=0 RKGS 97

GOTO 18 RKGS 93

[4 RESULT VALUES ARE GOOD . RKGS 99
28 CALL PCT(XsY+DERY) RKGS 100
DO 29 1=1sNDIM RKGS 101
AUX(1el)my(l) RKGS 102
AUX(2+])=DERY (1) RKGS 103

AUX (3¢ oAUX(601) RKGS 104
Y{I)1aAUXISsTH RXGS 105

29 DERY(I)mAUX{Tel) RKGS 106
CALL OUTP(X=H1YsDERY +[HLFsNDIMsPRMT) RKGS 107
1F(PRMT (5] 140430440 RKGS 108

30 DO 31 I=leNDIV RKXGS 109
Y{itaAUX{ls1) RXGS 110

31 DERY{I}eAUX(2+1} RKGS 111
JRECsIHLF RXGS 112
IFUIENDY32+32+39 RKGS 113

4 INCREMENT GETS DOUBLED RKGS 114
32 IHLF=IHLF=1 RKGS 113
1STEP=ISTER/2 RKGS 116
HeH+H RKGS 117
TF{THLF)4+33433 RKGS 118

33 IvMOD=1STER/2 RKGS 119
IF(ISTES=IMOD=1%0014 9344 RKGS 120

34 IF(DELT=s02¢PRUT(4)13523544 RKGS 121
35 [HLFalMLF=1 RKGS 122
ISTEP=ISTEP/2 RKGS 123
HebaH RKGS 124

GOTO & RKGS 125

4 RETURNS TO CALLING PROGRAM RKGS 126
36 IHLF=1l RKGS 127
CALL FCTUIXsY+DERY) RKGS 128

GOTO 39 RKGS 129

37 IHLF=12 RKGS 130
GOTO 39 RKGS 131

38 1HLFel3 RKGS 132
39 CALL OUTP{XoY+DERYsIHLFINDIMsPRMT) RKGS 133
40 RETURN RKGS 134
END RKGS 138

Mathematics - Fourier Analysis

FORIF

This subroutine produces the Fourier coefficients

for a given periodic function.

Given; 1. A function f(x) for values of x between

Oand 2 =

2. N - the spacing desired such that the
interval is 2x/(2N+ 1)

3. M - the desired order of the Fourier
coefficients, 0 < M <N.

The coefficients of the Fourier series that approxi-
mate the given function are calculated as follows:

C, = cos(—iw—)
1= SN+ 1 @)

. 27
8 = Sm(2N+1) @)
U, = 0
U, =0
C =1
S = 0
J =1

The following recursive sequence is used to compute
Uy: Uy, and Uz:

_ 2mm
U, - f(——ZN+1 )+ 2CU, -U, @)
Uy = Uy
Uy =0

for values of m = 2N, 2N-1, ..., 1

The coefficients are then:

2
AJ=m(f(0)+CU1—U2) (4)

2
By= a1 50y ©)

The values of C and S are updated to:

Q CIC—SIS

S =20C

1S+ SIC

c

Q

J is stepped by 1 and the sequence starting at equa-
tion (3) is now repeated until M+ 1 pairs of coeffi-
cients have been computed.

Subroutine FORIF

Purpose:
Fourier analysis of a given periodic function in
the range 0-2r.
Computes the coefficients of the desired number
of terms in the Fourier series F(X)= A(0)+
SUM(A(K)COS KX+B(K)SIN KX) where K=1, 2,
+++, M to approximate the computed values of a
given function subprogram.
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81J1=COEFsSeUL FORIF 32

U . 1F{J-{Mei}) 90,130,100 FORIF 33
sage: 90 grciec-s1es FORIF 34
CALL FORIF(FUN, N, M, A, B, IER) tug sestee FomlE 36
3'10 10 Forle 30
100 AllleA{1)00.5 FORIF 39
Description of parameters: P jaatiabed
FUN - Name of function subprogram to be used
for computing data points. FORIT
N - Defines the interval such that 2N+1
points are taken over the interval This subroutine produces the Fourier coefficients of
(0,27). The spacing is thus 2=/(2N+1). a tabulated function.
M - The maximum order of the harmonics
to be fitted. Given: 1., Tabulated values of a function £(x) for x
A - Resultant vector of Fourier cosine co- between 0 and 2 7 in steps of 2x/(2N+1)
efficients of length M+1; i.e., AO’ cees
AM. 2. N such that there are 2N+1 tabulated
B - Resultant vector of Fourier sine coef- data points: 2K#/2N+1, K= 0, 1, 2,
ficients of length M+1; i.e., BO’ oo, ees, 2N
BM.
IER - Resultant error code where: 3. M - the desired order of the Fourier
IER=0 No error. coefficients where 0 M <N
IER=1 N not greater than or
equal to M. The coefficients of the Fourier series which approxi-
IER=2 M less than 0. mate the given function are calculated as follows:
Remarks: _ T
M must be greater than or equal to zero. Cl - cos ( 2N+1 ) @)
N must be greater than or equal to M.
The first element in vector B is zero in all . 2r
a S; = sin (2)
cases. 1 2N+1
Subroutines and function subprograms required: U2 = 0
FUN - Name of user function subprogram used
for computing data points. U. = o
Calling program must have FORTRAN EXTER-~ 1
NAL statement containing names of function
subprograms listed in call to FORIF., c =1
Method: S =0
Uses recursive technique described in A. Ralston,
H. Wilf, 'Mathematical Methods for Digital Com- =1
puters', John Wiley and Sons, New York, 1960, . . )
Chapter 24. The method of indexing through the The following recursive sequence is used to compute
procedure has been modified to simplify the Uy» Uy, and Uy
computation.
2mwn
SUBRGUT INE FORTF( FUNyNeMsAsB, TER) FartF 1 U, = ¢ ( )+ 2CU, -T 3
¢ I AL e enaons e 5 0 2N+ 1 17 "2 &
1ER=0 FORIF &
5 foy > rert 3
RETURN FORLE 7 U. = U
40 [F(N-N)} 60460,50 FORIF A 2 1
Sn 1ERw] FORIF 9
RFTURN FORIF 10
[ COMPUTE AND PRESET CONSTANTS FORIF 11
60 AN=N FORTF 12 U, = U
COEF=2,0/12.,08AN¢1.0) FORIF 13 1 O
CONST=3,141593¢COEF FORTF 14
S1=SINICONST) FORIF 1S
C1=COS{CONST) FORIF 16
C=1.0 FORIF 17
$w0lo ronte 1o for values of m = 2N, 2N-1, ..., 1
FUNZ=FUN{0.0) FORIF 20
o rort 24
et ronir 23 The coefficients are then:
[4 FORM FOURTER COEFFICIENTS RECURSIVELY FORIF 24
75 X=Al®CONST FORIF 25
UO=FUNIX) ¢2.08CoI-U2 FORIF 26
ey rontr 22 N
TriAl 000,75 Fortr 30 J  2N+1 (fo)+c Uy - Uz) “)
80 AlJI=COEFS(FUNZeCOY1-U2) FORIF 31
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2
By = ;=1 85Uy ®)

The values of C and S are updated to:

Q = CIC—Sls
S = CIS+SIC
C =Q

J is stepped by 1 and the sequence starting at equa-
tion (3) is now repeated until M+ 1 pairs of coeffi-
cients have been computed.

Subroutine FORIT

Purpose:

Fourier analysis of a periodically tabulated

function.

Computes the coefficients of the desired number

of terms in the Fourier series F(X)= A(0)}+

SUM(A(K)COS KX+ B(K)SIN KX) where K=1, 2,
.., M to approximate a given set of periodically

tabulated values of a function.

Usage:
CALL FORIT(FNT,N, M, A, B,IER)

Description of parameters:

FNT - Vector of tabulated function values of
length 2N+1.

N - Defines the interval such that 2N+ 1
points are taken over the interval
(0,27). The spacing is thus 2 r/(2N+1).

M ~ Maximum order of harmonics to be
fitted.

- Resultant vector of Fourier cosine co-

efficients of length M+1; i.e., AO’ cees

A,
B = Rlc\e/lsultant vector of Fourier sine coef-
ficients of length M+1; i.e., By, ...,
Byre
IER - Resultant error code where:
IER=0 No error,
IER=1 N not greater or equal to
M.
IER=2 M less than 0.

Remarks:
M must be greater than or equal to zero.
N must be greater than or equal to M.
The first element of vector B is zero in all

cases.

Subroutines and function subprograms required:
None.

Method:
Uses recursive technique described in
A. Ralston, H. Wilf, 'Mathematical Methods
for Digital Computers', John Wiley and Sons,
New York, 1960, Chapter 24, The method of
indexing through the procedure has been modi-
fied to simplify the computation.

SUBROUTINE FORITIFNT,NyMyA,B,1ER} FORIT 1
OJMENSION ATL),BlL L) FNTLL} FORIT 2

c CHECK FOR PARAMETER ERRORS FORIT 3
1ER=0 FORIT 4

20 IF(H) 30,40,40 FORIT 5
30 1£R=2 FORIT 6
RETURN FORTY 7

40 TF[4-N) 60,60,50 FORIT 8
50 I[ER=1 FORIT 9
RETURN FORIT 10

[4 COMPUTE AND PRESET CONSTANTS FORIT 11
6D AN=N FORTT 12
COEF=2.0/(2.0¢AN+ 1.0} FORIT 13
CONST=3.141593¢CIFF FORIT 14
S1=SIN[CONST} FORTT 15
C1=COS(CONST} FORIT 16

= FORIT 17
$=0.0 FORIT 18
J=1 FNRIT 19
FNTZ=FNT(1) FORTT 20

70 U2=0.0 FORIT 71
U1=0.0 FORIT 22
1=26N+1 FOREY 23

4 FORM FOURTER CNEFFICIENTS RECURSIVELY FORIT 24
75 UO=FNT([)1+2.0%CeJ1-u2? FORIT 25
uz=u1 FNRIT 26

ul =0 FORIY 27
1=1~1 FORIT 28
1IF(I-1) 80,80,75 FORIT 29

80 A1J)=COEF*(FNTZ4ZoUL-U2) FORIT 30
B(J)=COEFeS*U] FORTT 31
TF{J-{M+1)) 90,139,100 FORIY 32

90 Q=C1#(-S1sS FORIT 33
S=C1#SeS51eC FORIY 34
c=b FNRIT 35
J=yel FORIT 36

60 T 70 FORIY 37
100 Alf)=A(1)%0.5 FORIT 38
RETURN FORIT 39
END FORIT 40

Mathematics - Special Operations and Functions

GAMMA
This subroutine computes the value of the gamma
function for a given argument x.

Calculation of the Gamma Function. I (x) is de-
fined for x > 0 by:

]

I (x) = f £t g @

0
This function satisfies the recurrence relation:
) = (x-1) - T (x-1) (2)
which defines I (x) for any x not a negative integer.
Note that when x is a positive integer I' (x) = (x-1)!

To compute I" (x) for x > 1, apply the recurrence (2),
r times until 1< x-r =y £2. Thus, forx>1

'®) = (x-1) &-2) ... x-1) T () ®)
I'(y) is computed from the following formula:
r@)=1- 0.57710166(y-1) + 0.98585399(y—1)2

- 0.87642182(y-1)3 + 0.83282120(y-1)*
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- 0.56847200(y-1)° + 0.25482049(y-1)%

- 0.05149930(y-1)" @)

For x <1, the recurrence (2) is taken in the direc-
tion of decreasing n, giving

T (y)

TE = D) @ 2) ... @D ©

where 1<x+r=y<2,

As before, I' (y) is computed using equation (4).
Subroutine GAMMA

Purpose:
Computes the gamma function for a given argu-
ment.

Usage:
CALL GAMMA (XX, GX,IER)

Description of parameters:
XX -~ The argument for the gamma function.
GX - The resultant gamma function value.
IER - Resultant error code where:

IER=0 No error.

IER=1 XX is within. 000001 of be-
ing a negative integer.

IER=2 XX is greater than 34.5

GX is set to 1. 0E38

Remarks:
None.

Subroutines and function subprograms required:
None.

Method:
The recursion relation and polynomial approxi-
mation by C. Hastings, Jr., 'Approximations
for Digital Computers', Princeton University
Press, 1955,

SUBROUTINE GAMMA(XX»GXe1ER) GAMMA 1
IF(XX=3605160604 GAMMAMO1

4 IER=2 GAMMAMO 2
GXm1,E38 GAMMAMO3
RETURN GAMMAMO4

& Xaxx GAMMAMOS
ERR=1,0E=6 GAMMA 3
IER=0 GAMMA &
GX=140 GAMMA 5
IF{X=2+0150+30015 GAMMA &

10 IF(X=2401110+110+18 GAMMA 7
15 XsX=140 GAMMA 8
GXmGX#X GAMMA 9

GO TO 10 GAMMA 10

80 IFi{X=140)609120+110 GAMMA 11
4 SEE IF X 1S NEAR NEGATIVE INTEGER OR 2ERO GAMMA 12
60 1F(X=ERR)62+62+80 GAMMA 13
62 kwX GAMMA 14

YoFLOAT (K1 =X
IF{ABS(Y)=ERR1 1304130464
64 IF{140-Y=ERR)130+130+70
< X NOT NEAR A NEGATIVE INTEGER OR ZERO

70 IF(X=140180+80+110 GAMMA 19
80 GX=GX/X GAMMA 20
XaX+1e0 GAMMA 21
GO TO 70 GAMMA 22

110 YsX=1.0
GYS1a0¢YH{=0e3TTIOLY+Y¥{+0,9858540+Y#(~0e8764218+Y#(+048328212+ GAMMA 24

1Y8{=0e5604729+Y#(4042548205+Y8(~0,051499301)111)}
GXuGX#GY

120 RETURN GAMMA 27

98

130 JERs] g:::: ;:
RETURN
END GAMMA 30

LEP

This subroutine computes the values of the
Legendre polynomials for a given argument x
and orders zero up to N, The Legendre poly-
nomial Py, (x) satisfies the recurrence equation

Pn " x) =((2n+1) . x . Pn (xX)-n- P, (x))/(n+1)
with starting values Pg(x) =1, P; (x) =x,

For reasons of economy and numerical stability
the recurrence equation is used in the form:

Pn +1(x) =X . Pn(x) - Pn- 1(x) +X . Pn(x)
- (¢ - P (x) - P, (x)/(n+1)

For large values of n the last term is negligible,
giving the approximation:

Pn+1 x)=2.x - Pn(x) - Pn-l (x)

This form shows that roundoff errors grow at worst
linearly, assuming that the argument x is absolutely
less than one.

If ep+r is the error in Pp4y (x) due to a single
rounding error e in Py(x), the approximation is

e =2X .¢e -e
n+r+l n+r

n+r-1

with initial conditions e, = e, e,_1 = 0. The solution
of this difference equation has its maximum for

lxl =1:

e =0, e =e, |e =2e, ... e
’ ’ |n+1| ? } |n+r

=(r +1)e

The order is assumed to be zero for negative
values of N.

Subroutine LEP

Purpose:
Compute the values of the Legendre polynomials
P(N,X) for argument value X and orders 0 to N,

Usage:
CALL LEP(Y,X,N)

Description of parameters:

Y - Result vector of dimension N+1 containing
the values of Legendre polynomials of
order 0 to N for given argument X, Values
are ordered from low to high order.

X - Argument of Legendre polynomial.

N - Order of Legendre polynomial.



Remarks:
N less than 0 is treated as if N were 0,

Subroutines and function subprograms required:
None,

Method:

Evaluation is based on the recurrence equation
for Legendre polynomials P(N,X);
P(N+1,X)=2*X*P(N, X)- P(N-1,X)- X*P(N, X)-
P(N-1, X))/ (N+1), where the first term in
brackets is the order, and the second is the
argument,

Starting values are P(0,X)=1, P(1,X)=X,

SUBROUTINE LEP{YsXsN) t::
DIMENSION Y1) Lee
TEST OF ORDER Lep
Liel Ler
L2s2 Ler
YiLllele0 S
IFINI1ede2 Lee
1 RETURN Ler
2 YiL2)ex L
IF(N=1)1s103 Lep
300 & 18248 Lee
Gxev(l} Lep
& Yi+limGeY(1m1) =tG=Y(I=11}/FLOATI1}¢G Ler
RETURN Lee
END

BESJ

This subroutine computes the J Bessel function for a
given argument and integer order by using the re-
currence relationship:

2
Fn+ 1(x) * Fn—l(x) - (—%) Fn(x) @)

The desired Bessel function is:

F_ ()
J &) = — )
where
M-2
a=Fym+2 3 F, x) @)
m=1

M is initialized at MO'

M0 is the greater of M A and M‘B where:

M, =[x+6] if x<5andM, = [1.4x+60/x ]if
X225,

lVLB = [n+x/4+2]

FM-Z’ FM-3’ ces, Fo, Fl’ FO is evalug.g%d using
equation (1) with FM = 0 and Fyp-g = 1077

a and J_(x) are then computed using equations (3)
and (2) respectively.

The computation is repeated for M+ 3.

The values of J 1l(x) for M and M+ 3 are compared:

sal

| Iy ®hy =~ Iy ®hy 3

Jn(x)M+ 3

this value is accepted as J, (x); if not, the computa-
tion is repeated by adding 3 to M and using this as a
new value for M. If M reaches M before the
desired accuracy is obtained, execution is termi-
nated. MMAX is defined as:

2
[20 + 10x —-’-‘§-] for x <15

Myax = 4)
[90 + x/2] for x > 15
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Subreutine BESJ

Purpose:
Compute the J Bessel function for a given argu-
ment and order.

Usage:
CALL BESJ(X, N, BJ,D,IER)

Description of parameters;
X - The argument of the J Bessel function

desired.

N -~ The order of the J Bessel function de-
sired.

BJ -~ The resultant J Bessel function.

D - Required accuracy.

IER - Resultant error code where:
IER=0 No error.
IER=1 N is negative.
IER=2 X is negative or zero.
IER=3 Required accuracy not
obtained.

IER=4 Range of N compared to X

not correct. (See Re-
marks. )

Remarks:
N must be greater than or equal to zero, but it
must be less than
20+ 10¥X-X** 2/3 for X less than or equal to
15;
90+X/2 for X greater than 15.

Subroutines and function subprograms required:
None.

Method:
Recurrence relation technique described by
H. Goldstein and R. M. Thaler, 'Recurrence
Techniques for the Calculation of Bessel Func-
tions', M.T.A.C., V.13, pp.102-108 and
1. A, Stegun and M. Abramowitz, 'Generation
of Bessel Functions on High Speed Computers',
M.T.A.C., V.11, 1957, pp.255-257.

SUBROUTINE BESJIX +NyBJ,D, [ER) BESJ 1
BJ=.0 BESJ 2
IFIN)10,20,20 BESS 3

10 IER=] RESJ 4
RETURN AFESY 5
20 IFtx)30,30.31 BESS &
30 LER=2 RESJ 7
RETURN RESJ A

31 IF(X-154)32,32,3% BESJ 9
32 NTEST220.#10.¢X-X 8% 2/3 BESJ 10
GO 10 36 BESJ 11

34 NTEST=90,4X/2, 8ESJ 12
36 IFIN-NTEST)40,38, 38 BESS 13
38 IER=4 BESJ 14
RETURN BESJS IS
40 I1ER=C RESJ 16
N1=N+1 BESJ 17
BPREV=.0 BESJ 18
COMPUTE STARTING VALUE OF M RESJ 19
IF{X=54150460,60 BESJ 20

50 MA3ZX+6, RESS 21
G0 10 70 BESJ 22
60 MACL.48X+60./X AESJ 23
TO MBaN+IFIX(X) /442 RESS 24
MIERO=MA BESJ 25
IF(MA-MB)80,50,9) BESJ 26

BO MZERO=MB AFSJ 27

100

30
too

110

120
130

140
150

16

o

170
180

190

200

SET UPPER LIMIT OF M
MHMAX=MTEST
DO 190 M=MZERO,MMAX,3
SET F(MI,FIN-1)
FM1=1,0E-28
FM=.0
ALPHA=.,0
[FIM-(M/21%2}120,1104120
dT=-1
GO TO 130
Jr=1
M2=M~-2
00 160 K=],M2
MK =M~K
BNK=2 ,#FLNAT (MK)I*FML/X-FM
FM=FM]
FML=BMK
IFINK-N-1)150,140,150
BJ=BMK
JT==J%
S=LedT
ALPHA= ALPHA+BMK*S
BMKa2,$FML/X~FM
[F1N)180,170,1R0
BJ=BMK
ALPHA=ALPHA#BHMK
B8J=AJ7ALPHA
[FUABS(BJ-APREVI-ABS(D#BJ) 120,200,190
BPREV=84
T1ER=3
RETURN
END

AESJ
BESJ
BESJ
RESJ
BESY
RESJ
RESJ
BESJ
BESY
BESJ
BESS
RESY
BESJ
BESY
BESJ
BESS
RFSJ
RESJ
BESY
BFSJ
BESJ
BESY
RESY
RESJ
RESY
BESJ
BESJ
BESJ
RESY
BESJ
BESJ
BESJ
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BESY

This subroutine computes the Y Bessel function for a
given argument x and order n. The recurrence re-

lation:

is used for this evaluation.

Forx>4
Y = \/ z P (x)sin (x-%

+ Qo(x) cos (x—%)

=
HA
)

!

+ Q, (x) sin (x --41>

Po(x), QO(X), Pl(x), and Ql(x) are:

p (4
o(T>= 0.3989422793

+0. 0001734:3001:4

Sl

+0. 00001735651:8

-0. 000086 97911‘.4 +

-0. 00001420781:8

+

- Pl<—-)= 0.3989422819

+

-0.0002232030t% +

-0.0000200920t8 +

Y@= (B v m-v ® M

)

(@)

= \/—%—{ ~P, (%) cos(x —41 )

®)

0. 00175306201‘.2

0.00004876 131:6

0. 0000037043tl0

)

0. 00045643241:2

0. 000034246 8t6

0. 00000323121:1O

(%)

0. 0029218256t2

0. 00005807591:6

0.0000042414t10
)

2
1 Ql(é)= 0.0374008364 - 0.0006390400t

+0. 000106474:1’£4 - 0.00003 98708t6

+0.0000162200t8 - 0. 00000365941;10
(7)
where © —%
For x< 4
15 2m
2 m 1
Yo =7 ™3 2
1
m=0 (ml)
(8)
[log% + Y-H ]
where
oo
= ~ i 21 =0 ifm=290 9
H Z = ifm?2 ()]
r=1

and Y = Euler's constant = 0.5772156649
16 2m-1

R A D

m=1

1 X 1
m! (m-1)! [log 2t _Hm+ Zm]

(10)

Subroutine BESY

Purpose:
Compute the Y Bessel function for a given argu-
ment and order.

Usage:
CALL BESY(X, N, BY, IER)

Description of parameters:

X - The argument of the Y Bessel function
desired.

N - The order of the Y Bessel function de-
sired.
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BY - The resultant Y Bessel function.
IER - Resultant error code where;

IER=0 No error.

IER=1 N is negative.

IER=2 X is negative or zero.
IER=3 BY is greater than 10**36.

Remarks:
Very small values of X may cause the range of
the library function ALOG to be exceeded. For
N >30 and X £5, this condition may occur.
X must be greater than zero.
N must be greater than or equal to zero.

Subroutines and function subprograms required:
None.

Method:
Recurrence relation and polynomial approxima-
tion technique as described by A, J. M. Hitchcock,
'Polynomial Approximations to Bessel Functions
of Order Zero and One and to Related Functions?,
M.T.A.C., V.11, 1957, pp.86-88, and
G.N. Watson, 'A Treatise on the Theory of
Bessel Functions', Cambridge University Press,

1958 p. 62.
SURROUT INE BESY(X+NsBYs1ER) BESY 1
< CHFCK FOR ERRORS IN N AND X BESY 2
IFINI1A0,10410 BESY 3
10 IER=0 BESY o
IF{X)}190+190+20 BESY 5
BRANCH IF X LESS THAN OR EQUAL 4 BESY 7
20 IF(X=4s0)140+40430 BESY MOS
COMPUTE YO AND Y1 FOR X GREATER THAN & BESY 9
30 Tlw4a0/X BESY ™06
TomT1#T] BESY MO7
PO={{{(=y0000037043%T2+4,0000173565)%T2+,00004687613}4T2 BESY M08
1 +s00017343)%#T2=eN0175320621#T2443509423 BESY M09
Q0= {((,0000032312%T2=,0000142078)%T2+,0000342468)12T2 BESY Mlo
1 ~.000NR69791)#T24.00045643241#T2=,012466%94 BESY M11
P1oti({s00000424)4%T72=,0000200920)%724,00005R80759)1#T2 BESY M12
1 =eD00223202)4T2+,002921826)4T2+,3989423 BESY M13
Qle({{{=e00000365944T24,00003622)#T72=-,00003987CB1#T2 BESY Mly
1 +,0001064741)8T2=,0006390400)4T2+,03740084 BESY M15
As2,0/SQRT(X) BESY M16
8 T BESY M17
CoX=478539R2 BESY M18
YOmA®PO#SIN(C)+ReQO*COSICY BESY M19
Y12-A¥D]1#COS{CI+R*O1RSINIC) BESY ™20
GO TO 90 BESY 51
COMPUTE YO AND Y1 FOR X LESS THAN OR EQUAL TO 4 BESY 52
40 XX=X/74s BESY 53
X22XX#XX BESY 54
TaALOGIXX}+45772157 BESY M2l
SUM=Q, BESY 56
TERM=T BESY 57
Y0aT BESY 58
NO 70 L=1lslS BESY 5%
1F{L=1180+60+50 BESY 60
50 SuM=SUM+1./FLOATIL=1) BESY 61
60 FLwL BESY 62
TS=T=SuM BESY 63
TERM= { TERM# (=X2 ) /FL##2)#{14=]14/{FL¥TS)) BESY 64
70 YO=YO+TERM BESY &5
TFRM = XX#{T=45} BESY 66
SUM=0. BESY 67
Y1aTERM BESY 68
DO 80 L=2416 BESY &9
SUMESUM+1 .« /FLOATIL=1) BESY 70
FLaL BESY 71
FL1aFL=1, BESY T2
TSuT=5uUM BESY 73
TERMa (TERM# {=X2) /FLINFL) 1 #{ {TS=s5/FL)/{TS+s5/FL1)} BESY 74
B0 YisY1+TERM BESY 75
P127.6366198 BESY M22
YOspP]2ev0 BESY 77
Yl=aPl2/X+PI22Y1 BESY 78

102

100

110

130

140

14

=

145
160
160
170
180

190

CHECK 1F ONLY YO OR Y1 IS DESIRED
IF{N=11100+100+130

RETURN FITHFR YO OR Y1 AS RFGUIRFD
IFiN)110041200110
Byay]
GO TO 170
AY=YO
GO0 TO 170

PERFORM RECURRFNCF OPFRATIONS TO FIND YN(X)

YAsYO
YBmY1
X=1
TaFLOAT{24K) /X
YCoToYBayA
IFLABS(YC)=140€361145+1654101
IER=3
RETURN
KsKe}
IF{K=N)115C+1604150
YAsYA
YB=YC
GO TO 140
BY=YC
RETURN
1ER=]
RETURN
1ER=2
RE TURN
END



BESI

This subroutine computes the I Bessel function for a
given argument x and order n.

Forx<1l2or<n

x n 1 30 x 2s nt
In(x) - (—2-) nl E (E) s!(n+s)! @)
8=0
For x >12and >n
X 30 -m 1
1(x) = (8x) =
n oy z m!
m=0
m
i ((2K—1)2-4n2) @)
K=1

Subroutine BESI

Purpose:
Compute the I Bessel function for a given argu-
ment and order,

Usage:
CALL BESI(X, N, BI, IER)

Description of parameters:

X - The argument of the I Bessel function
desired.
N - The order of the I Bessel function de-
sired.
BI - The resultant I Bessel function.
IER - Resultant error code where:
IER=0 No error.
IER=1 N is negative.
IER=2 X is negative,
IER=3 BI is less than 1, 0E-386,
and is set to zero.
IER=4 X is greater than 60 and
and greater than N,
Remarks:

X and N must be greater than zero.

Subroutines and function subprograms required:
None.

Method:
Computes the Ith Bessel function using series
or asymptotic approximations depending on the
range of the arguments.

SURROUTINE BESI{(XeNe BIsIER) BESI 1

< CHECK FOR ERRORS IN N AND X AND EXIT IF ANY ARE PRESENT BEST 2
1IER=0 BES1 3
Blnl.0 BESI 4
1FI{N)150415010 BESI L]

10 IFUX}160920420 BES1 6
15 IF{X)11604274+20 BES! 7
17 RETURN BES! 8

C DEFINE TOLERANCE BES! 9
20 TOL=1l4E=p BESI 10

c IF ARGUMENT GT 12 AND GT N+ USE ASYMPTOTIC FORM BESI 11
IF(X=124)40+40+30 BESI 12

30 IF(X=FLOAT(N})}60,%04110 B8ESI 13

[ COMPUTE FIRST TERM OF SERIES AND SET INITIAL VALUE OF THE SUM BESI 14
af XX®X/24 BES! 18
50 TERM=140 BES1 MOl
IF(N) T0,70,3% BESI MO2

55 DO 60 lwlsN BESI MO3
Flal BESL MO4
IF(ABSITERM)=14E=36)56+60460 BES] MOS

56 lERw% BES! MO§
B120.0 BES1 MO?
RETURN BESI MOa

60 TERMsTERMEXX/FT BES! M09

70 BIsTERM BES1 Ml0
XXsXX#XX BESI 23

< COMPYUTE TERMSsSTOPPING WHEN ABS{TERM) LE ABS(SUM OF TERMS) BES! M1l
< TIMES TOLERANCE BESI M12
DO S0 Kkel,1000 BEsSl M13
IFIABS(TERM)=ABS(BI#TOL))100+100+80 BESI 27

R0 FK=K®{N+K) BES! 28
TERMe TERM# { XX /FK) BES1 29

90 Bi=BI+TERM BES? 30

< RETURN BI AS ANSWER 8Esl I
100 RETURN 8ESI 32
[4 X GT 12 AND X GT N+ SO USE ASYMPTOTIC APPROXIMATION BES! 33
110 FNs=4#NaN BESI 34
1F(X= 60401115+1110111 BESI Ml4

111 1ER=4 BES! M1%
RETURN BES! Ml6

115 XX=14/(Re%X) BESI M17
TERMs1, BESI 3¢
Bi=1, BES! 37

PO 130 X=1.30 BES! 38
IF(ABS({TERMI=ABSITOL®ATI)11460+1400120 BES! 39

120 FRe{2#K=1)}ns2 BESI 40
TERMaTERMRXX# (FK=FN) /FLOAT(K) BES! 4l

130 BI=BI+TERM BESI 42

C SIGNIFICANCE LOST AFTER 30 TERMSsTRY SERIES BEST M1B
GO T0 40 BESI M19

140 P1234141592653 BES] 43
BI=BI*EXP{X)/50RT(2.#P1%X) RESD 44

G0 TO 100 BESI 4%

180 JER=} BESI 46
60 TO 100 BESI 47

160 IER=2 BESI 48
GO TO 100 BESI 49

END BESI S0
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BESK

This subroutine computes the K Bessel function for a
given argument x and order n.
The recurrence relation:

K., =2K@+K M

is used for this evaluation.
The initial values K, and K, are found as follows:

Forx >1
K,(x) = e 7 Go®) @)
K = e /o= G0 @3)

where x = 1/tfort <1

GO(%)-\/E? = 1.2533141373  -0.1566641816t
+0,0881112782t% - 0. 09139095461
+0.1344506228t° - 0.2299850328¢°
+0.3792400730t% - 0. 5247277331
+0.5575368367t°0 - 0. 4262632912t
+0.2184518006t™° - 0. 0668097672t
+0.0091893830t12

(4)

Gl(}—)J% = 1.2533141373 + 0.4699927013t

-0. 1468582957’52 + 0. 1280426636t3

-0. 17364316371:4 + 0. 284:76181491:5

6 7

-0,4594342117t" + 0.6283380681t
—0.6632295430‘c8 + 0. 50502385'76t9
-0, 2581303765t10 + 0. 07880001181;11
-0. 0108241775‘512
(5)
Forx<1
Y = Euler's constant = 0.5772156649 6)

104

o
(N

where

5.1
HS:Z? @

)
[%_+ s - (‘Y+ logg— HS>]

Subroutine BESK

Purpose:
Compute the K Bessel function for a given argu-
ment and order.

Usage:
CALL BESK(X, N, BK, IER)

Description of parameters:

X - The argument of the K Bessel function
desired.
N - The order of the K Bessel function de-
sired.
BK - The resultant K Bessel function.
IER - Resultant error code where:
IER=0 No error.
IER=1 N is negative.

IER=2 X is zero or negative.

IER=3 X is greater than 60.
Machine range exceeded.

IER=4 BK is greater than

1. E36.

Remarks:
N must be greater than or equal to zero.

Subroutines and function subprograms required:
None.

Method:
Computes zero-order and first-order Bessel
functions using series approximations and then
computes Nth order function using recurrence
relation.



Recurrence relation and polynomial approxima-
tion technique as described by A.J. M. Hitchecock,
'"Polynomial Approximations to Bessel Functions
of Order Zero and One and to Related Functions',
M.T.A.C., V.11, 1957, pp.86-88, and

G.N. Watson, 'A Treatise on the Theory of
Bessel Functions', Cambridge University Press,
1958, p. 62,

SUBROUTINE BESK({XsNeBKsIER) BESK 1
DIMENSION T{12} BESK 2
AK=40 BESK 3
IFIN)I10s11,511 BESX 4

10 IERe1 BESX 5
RETURN BESK 6

11 IF(X112+124+20 BESK 7
12 1ERe=2 BESK 8
RETURN BESK 9

20 IF{X= 6040122422421 BESK MOl
21 IER=3 BESK MO2
RETURN BESK MO03
22 1ERs0 BESK MO&4
IF(X=1e1361936425 BESK 11

25 A=EXP(=X) BESK 12
Besle/X BESK 13
C=SQRT{B} BESK 14
T(1iaB BESK 13
DO 26 L2412 BESK 16
26 TiLieT(L=1)#B BESK 17
TF(N=1127+29+27 BESK 18
COMPUTE KO USING POLYNOMIAL APPROXIMATION BESK 1%

27 GO=A®(1429931414=415666418%T(1)+,0081112784T(2)-4091390954%T(3) BESK 20
2401344596247 (4)=e22998503%T(5}+4379240972T(61=4524T72773#T(T) BESK 21
342557536842 T(B8)=eb2626329%4T(9)+4218451814T(10)=e06680976T%T(11) BESK 22
4+4009189383%#T1(12))#C BESK 23
IF{N120+28+29 BESK 24

28 BK=GO BESK 25
RETURN BESK 26
COMPUTE K1 USING POLYNOMIAL APPROXIMATION BESK 27

29 Gl=A#{142333141+046999270#T(1)=0146085830%T(2)+e12004266%T (3} BESK 28
204173663168 T(4)+4284T761B18T(5)=0l594L3421%T(6)+462033807%T(7) BESX 29
3~0663229564T(8)+450502386#T(91=e25813030%T(101++0738000124T(11) BESK 30
4=eOLOR241774T(12) 14C B BESK 31
IF{N=1120+30+31 BESK 32

30 BK=Gl BESK 33
RETURN BESK 34
FROM KOsK1 COMPUTE KN USING RECURRENCE RELATION BESK 35

31 DO 35 Jw2,N BESK 36
GJu24#{FLOAT(J}=1,1%G1/X+GO BESK 37
IF{GJ=140F36133,33,32 BESK MO5

32 lER=4 BESK MO§
GO TO 34 BESK MO7

33 GOsGl BESK MO8
35 GlsGJ BESK 139
34 BK=GJ . BESK MO9S
RETURN BESK 41
36 B=X/2. BESK 42
Ame377213686+ALOGIR) BESK 43
C=pep BESK 44
IF{N=1137443437 BESK 45
COMPUTE KO USING SERIES EXPANSION BESK 46

37 GOs=A BESK &7
X2J=1, . BESK 48
FACT=1, BESK 49
HJm=e0 BESK 50
0O 40 J=l+6 BESK 51
RJ=1e/FLOAT{J) BESK S2
X2Jax2J%C BESK 53
FACTaFACT#RJU*RJ BESK 54
HJaHJ+RJ BESK 55
40 GORGO+X2J#FACT# (HJI~A} BESK 56
IF{N)G39h2s03 BESK 57
42 BK=GO BESK 58
RETURN BESK 59
COMPUTE K1 USING SERIES EXPANSION BESK 60

43 Xx2JmB BESK 61
FACT=1, BESK 62
HJul, BESK 63
Gl=] o /X4X2U% 4 3+A=HJ) BESK 64
DO 50 Ju2,8 BESX 65
X2Jux2JeC BESK 66
RJ=1e¢/FLOATIJ} BESK &7
FACToFACT#RJ#RJ BESx 68
HIsHJ+RJ BESK 69
50 G1=Gl4X2JRFACT#{ o5+ (A=HI)#FLOAT(J}) BESK 70
IF{N=1)31+52+31 BESX 71

52 BK=Gl BESK 72
RETURN BESK 73
END BESK 74

CEL1

This subroutine computes the complete elliptic inte-
gral of the first kind, This is defined as:

1r/2
Kk) = f
o V l—k2 sinzt

_at 0<k<l

An equivalent definition is:

o0
K = f &
0 (1+x2) (1+ki x2)

where k. is the complementary modulus:

k2 + k2 =1, 0<k2v<1
C c—

The subroutine CELI1 calculates K (k) for given
modulus k.

The calculation of RES = K (k) is based on the
process of the Arithmetic-Geometric Mean.

Starting with the pair of numbers:

a0=1, g0=kc

the sequences of numbers (an), (g,) are generated
using the definition:

a =@
-9 (a‘n_l gn_l): g g

n n~ V2n-185-1

This iterative process is stopped at the Nth step,
when ay = gN-

If D is the number of decimal digits in the man-
tissa of floating-point numbers, then the equality
ay = 8N musi_;_ Be interpreted as 'aN -8N I is less
than ay » 10 .

Since the sequences @, (gn) converge quadrati-
cally to the same limit (Arithmetico-Geometrical
mean) the test for the end of iteration may be re-
placed by comparing laN—l - gn-1 | against
ay-1 - 107D/2, thus saving one calculation of the
geometrical mean.

The value of K (k) = T
2 ay

Subroutine CEL1

Purpose:
Calculate complete elliptic integral of first kind.

Usage:
CALL CEL1 (RES, AK, IER)
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Description of parameters:
RES -~ Result value.
AK - Modulus (input).
IER -~ Resuliant error code where:
IER=0 No error.
IER=1 AK not in range -1 to +1.

Remarks:
For AK=+1, -1 the result is set to 1. E38.
For modulus AK and complementary modulus
CK, equation AK*AK+ CK*CK=1.0 is used.
AK must be in the range -1to +1.

Subroutines and function subprograms required:
None.

Method:

Landen's transformation is used for calculation.

Reference:

R. Bulirsch, 'Numerical Calculation of Elliptic
Integrals and Elliptic Functions', Handbook
Series Special Functions, Numerische Mathe-
matik Vol. 7, 1965, pp. 78-90.

SUBROUTINE CELI{RES+AKsIER) CELL

1

1ER=0 CELY 2
TEST MOOULUS CELl 3
GEOm1s=AK#AK CELl &
IFIGEOI 19243 CELY L

1 IER=] CELL 6
RETURN CEL1 7
SET RESULT VALUE =OFLOW CELY 8
2 RESm1.E38 CEL1 9
RETURN CEL1 10

3 GEQeSGRTIGEQ) CELL 11
ARlels CEL1l 12
4 AART=ARI CELL 13
TEST=AAR1#1,4E=4 CEL1 14
ARI=GEO+ARL CEL1 18
TEST OF ACCURACY CEL1 16
IFLAARI~GEO=TEST) 60845 CELl 17

5 GEO=SGRT{AARI#GEO) CELL 18
ARIn0.5#AR] CEL1 19
GO TO & CEL1 20

6 RES=34141393 /ARD CEL1 21
RETURN CEL1 22
END CEL1 23
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CEL2

This subroutine computes the generalized complete

elliptic integral of the second kind, Thisis definedas

w
/2 (B-A) sin2 t

cel 2 (k; A, B) = f dt.
0 \/1 k smt

Equivalent is the definition:

* 2
cel 2 (k; A,B) = / At Bx dx,

0 (1+ xz) 1+ xz)(1+ ki xz)

where k, is the complementary modulus:

k2+ k2 =1, 0<k2<1
c c=

The subroutine CELJI2 calculates cel 2 (k; A, B)

for given modulus k, and constants A, B.

The calculation of RES = cel 2 (k, A, B) is based

on the process of the Arithmetic-Geometric Mean.

Starting with the pair of numbers:

a =1,g0=k

0 c

the sequences of numbers (a,), (g,) are generated
using for definition:

n " (an—l * gn-l)’

g11 =2 V an-l g’n—l

This iteration process is stopped at the Nth step,
when ay = gy

Further needed are the sequences

(Ai), (Bi) defined by means of:

A = A B =B

0 0
An = Bn—l/ n-1
Bn =2 (Bn—l T 8h1e An-l)

If D is the number of decimal digits in the man-
tissa of floating-point numbers, the iteration proc-
ess is stopped as soon as (ay_1 - gy-1) 18 less than

aN_q - 10-D/2

Since (ay), (g,) converge quadratically to the
same limit (Arithmetico-Geometrical mean) this
implies that (ay - gy) is less thanay . 10-D,



(4

The value of cel 2 (k; A,B) = jz- . AN+1

aN
Subroutine CEL2
Purpose:
Computes the generalized complete elliptic inte- ¢
gral of second kind.
Usage:
CALL CEL2(RES, AK, A, B, IER)
Description of parameters:
RES - Result value.,
AK - Modulus (input).
A - Constant term in numerator.
B - Factor of quadratic term in numerator.
IER - Resultant error code where:

IER=0 No error.
IER=1 AK not in range -1to +1.

Remarks:
For AK = +1, -1, the result value is set to 1, E38
if B is positive, to -1, E38 if B is negative.
Special cases are:
K(K) obtained with A= 1, B= 1.
E(K) obtained with A = 1, B = CK*CK where CK
is complementary modulus.
B(K) obtained with A =1, B= 0,
D(K) obtained with A= 0, B=1
where K, E, B, D define special cases of the
generalized complete elliptic integral of second
kind in the usual notation, and the argument K of
these functions means the modulus.

Subroutines and function subprograms required:
None.

Method:
Definition:
RES= integral ((A+ B¥T*T)/(SQRT ((1+ T*T)*
(1+ (CK*T)**2))*(1+ T*T)) summed over T from 0
to infinity).
Evaluation:
Landen's transformation is used for calculation.
Reference:
R. Bulirsch, 'Numerical Calculation of Elliptic
Integrals and Elliptic Functions', Handbook
Series Special Functions, Numerische Mathe-
matik Vol. 7, 1965, pp. 78-90.

ROUTINE CEL2(RESsAKsAsB4IER) CEL2 1
?g:lOUTl ceL $ CeL2 2
TEST MODULUS CEL2 3
GEO® 1 4mAK#AK ggt; :
IF(GEQI19246

1 IERel CELZ &
RETURN CEL2 7
SET RESULT VALUE = OVERFLOW CEL2 8

2 IF(B}3:8¢a CEL2 9

3 RESe=1,E38 CEL2 10
RETURN CEL2 11

CEL2 12
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4 RESw]1.E38
RETURN
5 RESsA
RETURN
COMPUTE INTEGRAL
6 GEO=SQRTIGEO}
ARI=l,
AAmA
ANeA+B
w

Ll
7 WeW+AARGED
Way+w
AAmAN
AART=ART
ART=GEO+AR]
ANsW/ART+AN
TEST OF ACCURACY
IF{AARI=GEO=1eE=4#AART 194948
8 GEO=SQRT(GEO®AARI)
GEO=GEO+GEQ
G0 TO 7
9 RES#,7853982 #AN/ARL
RETURN
END



EXPI

This subroutine computes the exponential integral in
the range from -4 to infinity.

For positive x, the exponential integral is defined
as:

]

E x)= f etat, x>0
1 —t

X

This function, E;(X), may be analytically con-
tinued throughout the complex plane, and defines a
multivalued complex function. However, for any
given real argument, this extended multivalued func-
tion has a unique real part. The subroutine EXPI
computes this unique real number for x = -4, x # 0.

For negative x, the real part of the extended ex-
ponential integral function is equal to -E; (%),

where
-}
E.(y) = ta
i(.Y) == e t, y > 0
t
-y

( f denotes Cauchy principal value.)

For x = 0, a singularity of the function, the pro-
gram returns 1.0 x 10

No action is taken in case of an argument less
than -4,

Polynomial approximations which are close to
Chebyshev approximations over their respective
ranges are used for calculation.

1. Approximation in the range x = 4.

A polynomial approximation is obtained by
means of truncation of the Expansion of Eq (x) in
terms of shifted Chebyshev Polynomials T, *

-x ®

E (x)_——-—z A T *<x> , for 4 < x<o

=0

*Luke/Wimp, "Jacobi Polynomial expansion of a
generalized hypergeometric function over a semi-
infinite ray', Math. Comp., Vol. 17, 1963, Iss.
84, p. 400.
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The coefficients A, are given in the article by
Luke/Wimp, *

Using only nine terms of the above infinite
series results in a truncation error e (x) with:

-X *® -X -8
€ (X) <& A <& «0.82 «10
TX| v

v=9

Transformation of the shifted Chebyshev poly-
nominals to ordinary polynomials finally leads to the
approximation:

[> <]
\4
EXPI(x) = e <i> Z a 4 forxz 4
oo VX

X

The coefficients of this approximation given
to eight signification digits are:

a, = 0.24999 999

a1 = =-0,06249 8588

a, = 0.03120 8561

ag = -0. 02295 1979
a, = 0.02041 2099

a, = -0.017556 5779
ag = 0.01172 3273

a, = -0. 00493 62007
3,8 = 0.00094 42761 4

2. Approximation in the range | x| s 4.

A polynomial approximation is obtained by
means of telescoping of the Taylor series of the
function:

x

-t
.[ (e_t_'l-) dt = -Inx - C - E_ ),

0

where C = 0,57721 56649 is Euler's constant,
This results in the approximation:
14
> o
v
v=0

EXPI(x) = -In| x|



\

with a truncation error E absolutely less than
3x 1078,

The coefficients of this approximation given to
eight significant digits are:

b0 = =-0.57721 566

b1 = 1.00000 00

b2 = -0.25000 000

b3 = 0.05555 5520

b4 = -0.01041 6662

b'5 = 0.00166 66906

b6 = =0.00023 14839 2

b7 = 0.00002 83375 90

b8 = -0.00000 30996 040

b9 = 0.00000 03072 6221

b10 = -0,00000 00276 35830
bll = 0.00000 00021 91569 9
b12 = -0.00000 00001 68265 92
b13 = 0.00000 00000 15798 675
b14 = ~-0.00000 00000 01031 7602

Subroutine EXPI

Purpose:

Computes the exponential integral in the range

-4 to infinity.

Usage:
CALL EXPI(RES, X, IER)

Description of parameters:
RES - Result value.

X - Argument of exponential integral,
IER - Resultant error code where:

IER=0 No error.
IER=1 X less than -4.

Remarks:
For X = 0 the result value is set to 1, E38.
For X less than -4 calculation is bypassed.
The argument remains unchanged.

Subroutines and function subprograms required:
None.

Method:
Definition:
RES=integral(EXP(-T)/T, summed over T from

X to infinity).

Evaluation:
Two different polynomial approximations are
used for X greater than 4 and for ABS(X) equal
or less than 4.
Reference:
Luke and Wimp, 'Jacobi Polynomial Expansions
of a Generalized Hypergeometric Function over
a Semi-Infinite Range', Mathematical Tables
and Other Aids to Computation, Vol. 17, 1963,
Issue 84, pp. 395-404.

SUBROUTINE EXPI(IES.X,1ER) ExPY 1

c TEST OF RANGE EXPY ?
LER=0 EXPY 3
IF(X~4o) 10410429 FxP1 4

10 IF(Xedo) 55,30,3) |34 5

c ARGUMENT 1S GREATER THAN 4 EXPI 6
20 ARG=4./X EXP1 T
RES=EXP{-X}&1ULIL({(.000944276L4#ARG~,0049362007)#ARG+,011723273) EXPI 8

L ¥ARG-.017555779) *ARG+.020412099) #ARG=-.022951979)%ARG+.031208561) EXPY 9

2 *ARG-.06249858B) ARG+, 24999999} ARG EXP1 10
RETURN EXPI 11

4 ARGUMENT IS A3SOLUTELY LESS OR EQUAL 4 EXPL 12
30 IF(X) 40,50,40 EXPT 113
OORES=-ALOGLABS(XN) = { LIL{({(1(({(.10317602E-21¢X-.15798675E-1008X+ EXP[ 14
1.16826592E-9)1#X-, 21915699E-8)#X+,27635830E-7) #X~-,30726221E-6)19X+ EXPI 15
2430996040E-51%X-, 2833 7590E-4)#X+.231 483926-3) ¢ X-, 0016666906 ) 9X+ EXPI 18
3.010416662)8X-.055555520) #X¢.25) #X-1,0)%X~,57721566 EXPL 17
RETURN ExPl 18

50 RES=l.£38 EXPI 19
RETURN ExPt 20

14 ARGUMENT IS LESS THAN -4, ExPr 21
55 [ER=1 Exelr 22
RETURN EXPI 23

END EXP1 24
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SICI

This subroutine computes the sine and cosine inte-
grals. These integrals are defined as:

X
six) = f sinf) & x>0
o=}

and

X
ciw = [ 2iit-)d1:,x>o
. &0

The subroutine SICI calculates both Si(x) and
Ci (x) for a given argument x. Two different ap-
proximations are used for the ranges |x|< 4 and
4 <|x|<®. Negative values of the argument x are
handled by means of the following symmetries:

Si(x) = -=- Si®
Real part of

Ci(-x) = Ci(x), x > 0 (see discussion of EXPI).

For x = 0, a singularity of Ci (x), the routine re-
turns -1. 0 x 108,

Polynomial approximations that are close to
Chebyshev approximations over their respective

ranges are used for calculation.

1. Approximation in the range |x|> 4.

The sine and cosine integrals are closely re-
lated to the confluent hypergeometric function:

Y®) = -ix ¥ (1, 1; -ix).

We have:

Si(x) + 1Ci@X) =L+ fe w(l, 1; -ix).
2

Setting:

o0
ix ¥ (1, 1; ix) = Z A+ iBn)T: (—i—)
=0

*Luke/Wimp, "Jacobi Polynomial expansion of a
generalized hypergeometric function over a semi-
infinite ray', Math. Comp, Vol. 17, 1963, Iss. 84,
p. 402,
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we get the expansions:

0 A +cosx B .sinx
s - 3 (2 B e (6
n=0
0 Bn-cosx An. sin x 4
Cig) = ) — Tn(;)
n=90

in terms of shifted Chebyshev polynomials T;: .
The coefficients A, and B, are given in the
article by Luke/Wimp,*
Using only ten terms of the above infinite
series results in a truncation error E (x) with:

8

E@|<X.2.3.10
X

Transformation of the shifted Chebyshev poly-
nomials to ordinary polynomials finally leads to the
approximations:

Six) = '('?{) « (cosx eV (X) + sinx e« U (x))

Ci(x) = (i-—) s (sinx « V(x) - cosx U (x)),

where
10 n
V() = Z a . <—x—)
n=0
9 4 n
U (x) = Z bn.(-x—>

The coefficients of these expansions given to
eight significant digits are:

a, = 0.25000 000

bO = 0.00000 00002 58398 86
a, = -0. 00000 06646 4406

bl = 0.06250 0111

a, = -0.03122 4178

b2 = -0.00001 13495 79



a, = ~0,00037 64000 3 0 n_2n
3 Sl - o - 1) x
Cix) -C -In)= 3N~ @n)1

o b, = -0.02314 6168 1
a4 = 0.02601 2930 This results in the approximation:
b, = -0.00333 25186
4 Cig) = C+ In | x| -xz.zbn(xz)n
a5 = -0,00794 55563
b5 = 0.04987 7159 withatrugcation error E absolutely less than x2o
5.6 « 10~
8 = -0.04400 4155 The coefficients of these approximations
iven to eight significant decimal digits are:
by = -0.07261 6418 &t ht slem gl
C = 0.57721 566
a7 = 0.07902 0335
a = 1.00000 00
b7 = 0.05515 0700 0
b = 0.24999 999
a8 = -0,.06537 2834 0
a = =0.056555 5547
b8 = -0,02279 1426 1
b = -0,01041 6642
a9 = 0,02819 1786 1
a = 0.00166 66582
b9 = 0,00404 80690 2
b = 0,00023 14630 3
~ a, = -0.00510 86993 2
\ a3 = =0.00002 83414 60
b3 = -0.00000 30952 207
2. Approximation in the range |x| < 4. a, = 0.00000 03056 1233
A polynomial approximation for Si (x) is ob- b4 = 0.00000 00269 45842
tained by means of telescoping of the Taylor series:
a5 = -0,00000 00022 23263 3
X
. _ T sin t - .
Si(x) = -3+ f T dt by 0.00000 00001 38698 51
0 a; = -0.00000 00000 09794 2154
2n Subroutine SICI
: 2 L
(@n+1) « @n+i)! Purpose:

Computes the sine and cosine integral.

This results in the approximation: Usage:

CALL SICI(SI, CI, X)

N ™
Sifx) = ~g+ x . Z AR Description of parameters:
n=0 SI - The resultant value SIX).
CI - The resultant value CI(X).
with a truncation error E absolutely less than [X] ¢ X - The argument of SI(X) and CI(X).
i 1.4 1077,
W Similarly an approximation for Ci (x) is ob- Remarks:
tained by means of telescoping of the Taylor series: The argument value remains unchanged.
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Subroutines and function subprograms required:
None.

Method:

Definition:

SI(X)=integral (SIN(T)/T, summed over T from
infinity o X).

CIX)=integral (COS(T)/T, summed over T from
infinity to X).

Evaluation:

Reduction of range using symmetry.

Different approximations are used for ABS(X)

greater than 4 and for ABS(X) less than 4,

Reference:

Luke and Wimp, 'Polynomial Approximations to

Integral Transforms!, Mathematical Tables and

Other Aids to Computation, Vol. 15, 1961,

Issue 74, pp. 174-178.

SUBROUTINE SICIIST+CTux) sict 1

c TEST ARGUMENT RANGE SIcT ?
2=4B8S{X). stcy 3
16{2-4.) 10+10,5 sict 4

4 2 1S NOT GREATER THAN 4 ilCl 5
10 v=22 b
SI=-1.5707963X*{ {{{({.97942154F—118Y-,22232633F-R)%Y+,30561233€~ 5SlCl 7
L)*Y-,28341460E-4) ¢Y 4+, 16666582F-2)*Y~, 5555554 TF=1)¢Y+l,) 8

[ TEST FOR LOGARITHMIC SENGULARITY SlCY Q
TFtZY 30,20,30 SICI 1o

20 Cl=-1.E38 SICr 1l
RETURN s1cr 12
300CTI=0.577215664ALIGI2)~Y*{ T {{-.13869851F-94Y¢ 26945842E-T) oY~ ster 13
1.309522076~51%Y+, 23146303E-319Y-,10416642E-11#Y¢.24999999) SICL 14

40 RETURN sIctT 1S

C 1 [S GREATER THAN 4. SICL 16
50 SI=SIN(Z) sIcr 17
Y=C0StZ) SICt 18
1=4,/1 s1Ct 19
OU=IITILt1(.406480590E-2%7-.02279Lk4261#2+4.055150700)¢2~, 07?6165l?l‘]$lC! 20
14.0498771591%7-.33326186E-21¢71-.023146168)*7~,113495T79E-4)*] st 21
2+4,06259011)%2+,25839886F-9 SICI 22
OVall L {{-.0051086993%2+.0281917861¢2-.065372834)%7+, 0790203351‘91(:[ 23
12-.0440041551%2-, 707945556314 1+.026312930) «7-.3764N003E-3) 47 S1 24

2+, 031224178)187-.56464476F-61%71+.25000000 SICI 25
Cl=2s{Siev-ys) SIct 26
Sl=-2%(SI*ysYey) stct 27

[ TEST FOR NEGAT IVE ARGUMENT sICT 28
IF(X) 60,40,40 SICI 29

C X IS LESS THAN -4, stcy 30
60 SI=-3.1415927-51 stcE 31
RETURN str1r 32

END sicr 33
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cs
This subroutine computes the Fresnel integrals for
a given value of the argument X, The Fresnel inte-
grals are defined as:

C(x) =F§ cﬁ_(_) di
2n
d
an < s
ks

The subroutme CS calculates both C(x) and S(x)
for a given argument x.

In case of a negative argument x the absolute
value of x is taken as argument for C and for S.

Polynomial approximations that are close to
Chebyshev approximations over their respective
ranges are used for calculation.

1. Approximation in the rangel x|> 4.

The Fresnel integrals C(x) and S(x) are close-
ly related to the confluent hypergeometric function:

Y@ = Vx ¥ G

We have;

C(x) L + \/é ‘ E{ (sin (x) Re (Y) - cos (x) Im (Y))
87

S(x) % - :1 ‘ ’% (cos (x) Re(Y)+ sin (x) Im (Y))
\, 8r

The expansions of real part Re (Y) and com-
plex part Im (Y) in terms of shifted Chebyshev poly-
nomials T * over the range 4 <x< = are easily
obtained using the method of computation described
by Luke/Wimp. *

By means of truncation of the infinite series:

Re (Y (x)) = Z AVTV*(%)

Im (Y (x)) = {i’ BVTV*<-;4;)

V=0

‘;; xi) = xi ¢ (1, —g; xi).

no

*Luke/Wimp, "Jacobi Polynomial expansion of a
generalized hypergeometric function over a semi-
infinite ray'', Math. Comp., Vol. 17, 1963, Iss.
84, pp. 395-404.



beyond the eighth and ninth term respectively we get
approximations with errors E,(x) and Eg(x) where
both errors are absolutely less than:

€ = .4_.1.3.10_8
‘ X

Transformation of the shifted Chebyshev poly-
nomials to ordinary polynomials finally leads to the
approximations:

Cix) = %+V % (sin (x) * P(X) + cos(x) « Q (X))

S(x) = %+‘/ -i— (-cos (x) ¢ P (x) + sin(x) *» Q (X))

where

7 4 \v
P x) = Z av<;>

The coefficients a,, and b, are given to eight
significant decimal digits:

a, = 0.19947 115

bO = -0,00000 00044 44090 9
a, = -0, 00000 12079 984
b1 = =0.02493 3215

a, = -0. 00931 49105

b2 = -0.00001 60642 81
ag = -0, 00040 27145 0
b3 = 0.00597 21508

a, = 0,00742 82459

b4 = -0,00030 95341 2
a; = -0, 00727 16901

b5 = =0.00679 28011

)
Il

0.00340 14090

6
b6 = 0.00797 09430
a, = -0.00066 33925 6
b7 = -0.00416 92894
b8 = 0.00087 68258

2. Approximation in the range 0S5 x £ 4.

Approximations for C(x) and S(x) in the range
0= x< 4 were obtained by means of telescoping of
the respective Taylor series expansions:

- x" 2
@dv+1) 2v) T

oo =\ £ - ¥ - {f

0
S(X)=v7gr V< 3
v=0

This leads finally to the following approxima-
tions:

(- 1)v 2v
(4v+3) 2v+1)!

6
C(x) =\’ X z C, . (xz)V

5
Sx) = x\x ¥ 4 )7
v=0

with respective errors E ¢ %) and Eg (x), where

-8

X e 2.6 10

<x\/x e 3.5 %107

The coefficients c¢_, and dV are given below to
eight significant decimal digits:

5,

E, (x)

Cy = 0.79788 455
dO = 0.26596 149
¢, = -0.07978 8405
dl = -0,01899 7110
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c, = 0.00369 38586

2

d2 = 0.00060 43537 1

Cy = -0.00008 52246 22

d3 = -0.00001 05258 53

e, = 0.00000 11605 284

d4 = 0.00000 01122 5331

Cg = -0.00000 00101 40729

d5 = -0.00000 00006 67774 47
Cg = 0.00000 00000 50998 348

Subroutine CS

Purpose:

Computes the Fresnel integrals.

Usage:

CALL CS (C, 8,X)

Description of parameters:

C - The resultant value C(X).

S - The resultant value S(X).

X - The argument of Fresnel integrals.
If X is negative, the absolute value is
used.,

Remarks:

The argument value X remains unchanged.

Subroutines and function subprograms required:

None.

Method:
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Definition:

C(X)=integral (COS(T)/SQRT (2*PI*T) summed
over T from 0 to X).

S(X)=integral (SIN(T)/SQRT (2*PI*T) summed
over T from 0 to X).

Evaluation:

Using different approximations for X less than

4 and X greater than 4.

Reference:

'Computation of Fresnel Integrals' by Boersma,

Mathematical Tables and Other Aids to Compu-

tation, Vol. 14, 1960, No. 72, p. 380.

<

SUBROUTINE CSICeSX)
Z=ABS1X)
2 IF(2-4.) 3,3,4
X IS NOT GREATER THAN &
3 C»SQRT(2)
Se2sl
Iale)
CaCe{({{((.50998348E-10%21~-.10140T29E-TY¢Z+.116052B4E-5) 02
1 —.R5224622E-4192 +.3693B586E~2181-,079788405)862+,79788455)
SuSH{{lll-66TTT44TE~982¢.11275331E~6)%2-.10525853E~4) w2
1 +.606353T1E~3)#2-,10997110E-1)02+,26596149)
RETURN
X IS GREATER FHAN 4
4 D=COS{2)
S=SINIZ)
vk /2
Asl{I(((1.87682533E-307-,41692094E-21924.T9709430€-21%2~
1.67928011F-2)82-, 30953412E-3192¢.59721508E-2}82~, 16064281 E~4)}47~
2,024933215)41-.444640909E~-8
Baitld ‘--663392565-3‘1’-_!40!’0905-2).l--727169015-7l.l’
L1e74202459E~2)01—, 402T1450€~3)%2-,93149105E~-2}62~,120T9984E=-5)02+
2.1994711
I=SQRY (1)
Ca,5¢2¢{DsA+598)
S=.5¢2%{S*A-DeB}
RETURN
END

R R

W



Mathematics - Linear Equations

SIMQ
Purpose:
Obtain solution of a set of simultaneous linear

equations, AX=B,

Usage:
CALL SIMQ(A, B, N, KS)

Description of parameters:

A - Maftrix of coefficients stored columnwise.
These are destroyed in the computation.
The size of matrix A is N by N.

B - Vector of original constants (length N).
These are replaced by final solution
values, vector X.

N - Number of equations and variables.

N must be greater than 1.
KS - Output digit:
0 For a normal solution.
1 For a singular setof equations.
Remarks:

Matrix A must be general.

If matrix is singular, solution values are mean-
ingless.

An alternative solution may be obtained by using
matrix inversion (MINV) and matrix product
(GMPRD).

Subroutines and function subprograms required:
None.

Method:
Method of solution is by elimination using larg-
est pivotal divisor. Each stage of elimination
consists of inferchanging rows when necessary
to avoid division by zero or small elements.
The forward solution to obtain variable N is
done in N stages. The back solution for the
other variables is calculated by successive sub-
stitutions. Final solution values are developed
in vector B, with variable 1 in B(1), variable 2
in B2),........, variable N in B(N).
If no pivot can be found exceeding a tolerance of
0.0, the matrix is considered singular and KS
is set to 1. This tolerance can be modified by
replacing the first statement.

SUBROUTINF SEMQUA+ByNoKS) STMQ 1
DIMENSION A(1),B{1) SiM0 2
4 FORWARD SOLUTION SIMQ 3
TOL=0.0 SIND 4
KSa0 SIMQ 5
JJ=-N STHO &
B0 65 J=1,N StMQ 7
JYsJdel SimQ 8
JI=JJeNeL SIMQ 9
81GA=0 SIMG 10
QL NEES] Si#Q 11
00 30 I=Jd4N SIMQ 12

[4 SEARCH FOR MAX IMUM COEFFICLENT IN COLUMN SIMQ 13
(a=1Tel SIRQG 1a
IF{ABSUBIGA}~ABS{ALISIV) 20,30,30 SiMe 15

20 BIGA=ALL)} SINQ 16
IMAX=] StMo t7
30 CONTINUE Stmg 18

[4 TEST FOR PIVOT LESS THAN TOLERANCE (SINGULAR MATRIX! SIMO 19

IF (ABSIBIGAY-TOL) 35,35,40 st 20

35 KS=% Siwg 2%
RETURN Sing 22

c INTERCHANGE RIWS IF NECESSARY simq 23
40 Tl=Jens(y-2) SINQ 24
[T=iMAX=-J SIMQ 25

DD SO K=JyN SINQ 26
I[l=l1eN simq 27
12=11elT StMQ 28
SAVE=AITIL) SIMQ 29
AtTl)=At12) sing 30
Al(12)=SAvVE Sing 3}

14 “DIVIDE EQUATIIN 8Y LEADIRG COEFFICIENT SImng 32
S0 A{11}sALI1}/BYGA SIMQ 33
SAVE=B( IMAX) SIMQ 34
BLIMAX)=B(J) STMQ 35
BUJY=SAVE/RIGA SINQ 36

[4 ELIMINATE NEXT VARIABLE SINQ 37

IF(I=N) 55,70,55 StMQ 38

55 1QS=Ns{J~1) SINQ 39
B0 65 IX=JY,N SINO 40
IXJ=1Q5¢1x SING &t
1Ta)-1x SINQ 42

DO 60 JXeJY.N SIHO 43
IXIX=N® (JX~11+IX SING 44
JIX=IXINGTT . SIMQ 45
80 AUIXJX)=ALIXIXI-( ALIXJIOALIIXY) SINQ 46
65 BUIX)=BIIX)=(B(J) *ALTXI)) SIMQ &7
[ BACK SOLUTEGN SINQ 48
70 NY=N-1 SO 49
IT=NeN SinQ S0

D0 80 J=1,NY Stmo  s1
IA=1T-y SIMQ 52
:g:"‘" SInQ 3

00 50 K=1,J ssll.v:?) ::
841B1=B{IBI-ALTA) *B{IC) SING %6
TA=TA-N SiMg 57

80 IC=IC-1 SInNg S8
RETURN StMQ  s9
END SIMQ &0
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Mathematics - Roots of Nonlinear Equations
RTWI

This subroutine refines the initial guess xp of a
root of the general nonlinear equation x = f(x).
Wegstein's iteration scheme is used in order to get
accelerated convergence in case of a function £ (x),
which has at least continuous first derivative in the
range in which iteration moves.

Following Figure 8, set X, =Y, = f(xO) and ¥, =
f(x 1).

Refinement of x; is done by determination of the
intersection of the linear function y = x and the
secant through the points (x 0 Y 0) and (xl, yl), thus
getting:

X, - X
X2=X1+X1-y0
xo_ 0
17N
and y2=f(x2)

The next step is done by starting at (x 9 yz) and
setting:

X =-X
2~ %
=x_+
X3 X .
1 _ 1,
X9~ Yy
g = f(xg)

Figure 8. Wegstein's iterative method

Itcan be seen that this determines the intersec-
tion between y =x and the secant through the points
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(x1, y1) and (x2, y2). Therefore Wegstein's itera-
tion scheme is often called the secant modification
of the normal iteration scheme X = f(xi).

Repeating these steps, the result-is the iteration
scheme:

%7551
=x, +
a5 .y
.—Ll-l _1 (1 = 1’ 2’_ ) (1)
X.-y.
1 1
Yivg T 10y)

Each step requires one evaluation of f(x).

This iterative procedure is terminated if the
following two conditions are satisfied:

< <10.¢
51 < and 52 <10
x,+1-x.
1
i if pxi+1| >1
with 5 = X
%0274l if x, [ <1
Xl £ 1 3@
X, y.
i+l - i+l
X if |Xi-f-ll 21
5, = i+1
lxi 1Y if 1% 41 $1

and tolerance € given by input.

The procedure described above may not cenverge
within a specified number of iteration steps. Rea-
sons for this behavior, which is indicated by an
error message may be:

1. Too few iteration steps are specified.

2. The initial guess xg is too far away from any
root.

3. The tolerance € is too small with respect to
roundoff errors.

4. The root to be determined is of multiplicity
greater than one.

Furthermore, the procedure fails if at any iteration
step the denoriinator of equation (1) becomes zero.
This is also indicated by an error message. This
failure may have two reasons:

1. The secant has the slope 1, either exactly or

due to roundoff errors. In both cases it is probable
that there is at least one point £ in the range in
which iteration moves with ¢/( §)=1.

2. xi=xi-1 and x{ # yi = f(xi). This case is
possible due to roundoff errors or to a very steep
slope of the secant,



Subroutine RTWI

Purpose:
To solve general nonlinear equations of the form
X=FCT(X) by means of Wegstein's iteration
method,

Usage:
CALL RTWI (X, VAL, FCT, XST, EPS,IEND, [ER)
Parameter FCT requires an EXTERNAL state-
ment,

Description of parameters:

X - Resultant root of equation X=FCT(X).

VAL -~ Resultant value of X-FCTX) at rootX,

FCT - Name of the external function sub-
program used.

XST - Input value which specifies the initial
guess of the root X,

EPS - [Input value which specifies the upper

bound of the error of result X,

IEND - Maximum number of iteration steps
specified.
IER - Resultant error parameter coded as
follows:
IER=0 - no error
IER=1 - no convergence after IEND
iteration steps
IER=2 ~ at some iteration step the
denominator of iteration
formula was equal to zero
Remarks:

The procedure is bypassed and gives the error
message IER=2 if at any iteration steps the
denominator of the iteration formula is equal to
zero, That means that there is at least one point
in the range in which iteration moves with the
derivative of FCT(X) equal to 1,

Subroutines and function subprograms required:
The external function subprogram FCT(X) must
be furnished by the user.

Method:
Solution of equation X=FCT(X) is done by means
of Wegstein's iteration method, which starts at
the initial guess XST of a root X, One iteration
step requires one evaluation of FCT(X), For
test on satisfactory accuracy see formula (2) of
mathematical description,

For reference, see:

1. G, N, Lance, Numerical Methods for High
Speed Computers, Iliffe, London, 1960,
pp. 134-138.

2, J. Wegstein, "Algorithm 2,' CACM, Vol, 3,
Iss. 2 (1960), pp. 74.

3. H.C. Thacher, "Algorithm 15,'" CACM, Vol.
3, Iss. 8 (1960), pp. 475.

4. J.G. Herriot, "Algorithm 26," CACM, Vol.
3, Iss. 11 (1960), pp. 603,

SUBROUT INE RTWI(XsVALSFCTXST+EPSeIENDsIER) RTWL i

4 PREPARE ITERATION RIWL 2

1ER=Q RIWI 3

TOL=XST RTIWI 4

X=FCT{(TOL) RTW! L]

A=xX~XST RTWI 6

B==A RTWI 7

TOL®X RIWI 8

VAL=X=FCT{TOL} RTW! 9

4 START ITERATION LOOP RTWI 10

D0 6 I=1sIEND RTW! 11

IF(VALILs el RTWl 12

4 EQUATION 15 NOT SATISFIED 8Y X RTWI 13

1 B=B/VAL=1, RTWI 1l&

IF{R12+842 RTWI 15

4 ITERATION 15 POSSIBLE RTWI 16

2 A=p/B RTW! 17

Xmx+A RTWI 18

BsVAL RTWI 19

TOL=X RTW! 20

VALeX=FCT(TOL) RTW! 21

4 TESYT ON SATISFACTORY ACCURACY RTWI 22

TOL=EPS RTWI 23

D=ABS(X) RTWI 24

IF(D=l,s)a4443 RTW! 2%

3 TOL=TOL#D RTWI 28

4 IF(ABS{A)=TOL)S B8 RTWI 27

8 IF(ABS{VAL)=10,#TOL)Ts 746 RYWI 28

& CONTINVE RTW! 29

C END OF ITERATION LOOP RTWI 30

C NO CONVERGENCE AFTER TEND ITERATION STEPSs ERROR RETURN. RTW! 31

IERw1 RTW! 32

7 RETURN RTWI 33

C ERROR RETURN IN CASE OF ZERO DIVISOR RTWI 34

8 [ER=2 RTW! 3%

RETURN RTW! 36

END RTWI 37
RTMI

This subroutine determines a root of the general

" nonlinear equation f(x) = 0 in the range of x from

X1i up to Xri (Xli, Xri given by input) by means of
Mueller's iteration scheme of successive bisection
and inverse parabolic interpolation. The procedure
assumes f(x]j) . £(xpj) < 0.

Starting with x] = x| and X = xpj and following
Fig. 9, one iteration step is described.

First, the middle of the interval Xy .
computed:

. .Xpis

X =
m

IS

x, + xr).

1

In case i(x;,) . f(x,) <0, Xy and x,. are interchanged
to ensure that f(x.,) - f(x,) > 0.

In case

2 f(xm) [f(xm)—f(x 1)] - f(xr) [f(xr) - f(xl)]go )
Xy is replaced by x,, and the bisection step is re-
peated. If, after a specified number of successive
bisections, inequality (1) is still satisfied, the
procedure is bypassed and an error message is
given.

In Fig. 9, the second bisection step leads to a
configuration which does not satisfy inequality (1).
Thus by inverse parabolic interpolation:

X -X
m 1

f(xm)—f(xl)
I@x)-21fx )Hx,)
r m 1
H ) Tag g )] Tiecptee))f @

Ax = f(xl)

andx=x1— Ax

and x is sure to be situated between x1 and xm
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Figure 9. Mueller’s iterative method

Now, for the next iteration step, x becomes X1
and Xy, becomes x,, if f(x) - f(x1) > 0, or x becomies
xy if £(x) - £(x;) < 0.

Convergence is either quadratic or linear if the
multiplicity of the root to be determined is equal to
one or greater than one respectively, and if f(x) can
be differentiated continuously at least twice in the
range Xpj « -« Xpj- Each iteration step requires two
evaluations of f(x).

This iterative procedure is terminated if either
the two conditions (checked in bisection loop)

X, - %4l < €.max (1, Ixrl )

and (3)
ltx ) - fx )< 100-¢
r 1
or the two conditions (checked after inverse para-
bolic interpolation)
laxl < e. max (1, k)
and 4
ltx) < 100 .8 ©

are satisfied, where tolerance € is given by input.

The procedure described above may not converge
within a specified number of iteration steps followed
by the same number of successive bisections. Rea-
sons for this behaviour, which is indicated by an
error message, may be:

1. Too few iteration steps are specified.

2. The initial interval xj;-.- Xpj is too long.

3. The tolerance € is too small with respect to
roundoff errors.

Furthermore, the procedure is bypassed, also
giving an error message, if the basic assumption
f(x;) - f(xp;) S0 is not satisfied.

For reference see G. K. Kristiansen, "Zero of
Arbitrary Function”, BIT, vol. 3 (1963), pp. 205-
206.
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Subroutine RTMI

Purpose:

To solve general nonlinear equations of the form
FCT(X)=0 by means of Mueller's iteration method.

Usage:

CALL RTMIX, F,FCT,XLI, XRI, EPS, IEND, IER)
Parameter FCT requires an EXTERNAL state-

ment,

Description of parameters:

X -
F -
FCT -
XL1 -
XRI -

EPS -

IEND

1

IER -

Remarks:

Resultant root of equation FCT(X)=0,
Resultant function value at root X,
Name of the external function sub-
program used,
Input value which specifies the initial
left bound of the root X,
Input value which specifies the initial
right bound of the root X,
Input value which specifies the upper
bound of the error of result X,
Maximum number of iteration steps
specified.
Resultant error parameter coded as
follows:
IER=0 - no error
IER=1 - no convergence after IEND
iteration steps followed by
IEND successive steps of
bisection
IER=2 - basic assumption FCT(XLI)
*FCTXRI) less than or
equal to zero is not satis-
fied

The procedure assumes that function values at
initial bounds XLI and XRI have not the same sign,
If this basic assumption is not satisfied by input
values XLI and XRI, the procedure is bypassed
and gives the error message IER=2,

Subroutines and function subprograms required:
The external function subprogram FCT(X) must
be furnished by the user.

Method:

Solution of equation FCT(X)=0 is done by means
of Mueller's iteration method of successive
bisections and inverse parabolic interpolation,
which starts at the initial bounds XLI and XRIL
Convergence is quadratic if the derivative of

FCT(X) at root X is not equal to zero.

One

iteration step requires two evaluations of FCT(X).
For test on satisfactory accuracy see formulae
(3, 4) of mathematical description.



SUBROUTINE RTMI(X+FsFCTsXL1+XRI+EPSs1ENDsIER) RTMI 1

< PREPARE ITERATION RTMI 2

1ER=0 RTMI 3

XL=xL1 RTMI &

XR=XR1 RTMI 5

XaxL RTML )

TOL=X RTMI 7

FafFCT(TOL) RTMI 8

IFLFY1v160] RTMI 9

1 FL=F RTMI 10

X®=XR RTMI 11

TOL=X RTMI 12

FeFCT(TOL) RTMI 13

IFIF12+1642 RTML 16

2 FRaf RTMI 15

IF{SIGN (e sFLI+SIGNI1a»FR} 12543425 RTMI 16

C BASIC ASSUMPTION FL#FR LESS THAN 0 [S SATISFIED. RTMI 17

c GENERATE TOLERANCE FOR FUNCTION VALUESs RTMI 18

3 I=0 RTMI 19

TOLFa1004*EPS RTMI 20

[ START ITERATION LOOP RTMI 21

4 Iels] RTMI 22

< STARY BISECTION LOOP RTMI 23

DO 13 K=1s[END RIMI 24

Xao 54 (XL+XR) RTM] 25

TOL=X RTMI 26

FaFCTITOL} RTMI 27

IF(F1I541645 RTMI 28

S IFISIGN{L1esFI+SIGNI1esFR))T0647 RTMI 29

c INTERCHANGE XL AND XR IN ORDER TO GET THE SAME SIGN IN F AND FR RTMI 30

6 TOL=XL RTMI 31

XL®XR RTMI 32

XR=TOL RTMI 33

TOL=FL RTMI 34

FL=FR RTMI 35

FR=TOL RTMI 36

7 TOL=F=FL RTMI 37

A=FuTOL RTMI 38

AspA+A RTMI 39

IFLA=FR#(FR=FL118+949 RTMI 40

8 IF{I=1END)17+17+9 RTMI 4]

9 XRmx RTMI 42

FRaF RTMI 43

[ TEST ON SATISFACTORY ACCURACY IN BISECTION LOOP RTMI 4%

TOL=EPS RTMI 45

AaABS (XR) RTMI 46

IF{A=1+)1141110 RTMI 47

10 TOLSTOL®A RTMI 48

11 IF(ABS{XR=XL}=TOL)12¢12¢13 RTMI 49

12 IF(ARS{FR=FL}=TOLF)14s14413 RTMI 50

13 CONTINUE RIMI 51

c END OF AISECTION LOOP RTMI 52

C NO CONVERGENCE AFTER IEND ITERATION STeos FOLLOWFD BY IEND RTM! 53

c SUCCESSIVE STEPS OF BISECTION OR STEADILY INCREASING FUNCTION RTMI 34

c VALUES AT RIGHT BOUNDS. ERROR RETURN. RTMI 55

1ER=1 RTMI 36

14 IF{ABS{FRI=ARS(FL) 11611615 RTML 57

15 X=Xl RTMI 58

FaFL RTMI 59

16 RETURN RTMI 60

< COMPUTATION OF ITERATED X=-VALUE BY INVERSE PARABOLIC INTERPOLATIONRTMI 61

17 A=FR=-F RTMI 62

DX» (XX } #FL®{1o+F#{A=TOL} /(AR FR=FL)}1/TOL RTMI 63

XMaX RTML 66

FM=F RTMI 65

XaXL=DX RTMI 66

TOLsX RTMI 67

FeFCT{TOL) RTMI 68

IF(F118416s18 RTMI 69

< TEST ON SATISFACTORY ACCURACY IN ITERATION LOOP RTM1 70

1A TOL=EPS RTMI 71

AsABS(X) RTMI 72

1F{A=14120+20+19 RTMI 73

19 ToL=aTOL®A RTMI  T&

20 1F(ABSIDX}=TOL)21421422 RTMI 75

21 IF(ABS(F1=TOLF)16e18422 RTML 76

< PREPARAYTION OF NEXT BISECTION LOOP RTML 77

22 IFISIGN({L1esF)+SIGNI1aeFL})24923024 RTM1 78

23 XR=X RTMI 79

FR=F RTMI 80

GO TO & . RTMI 81

246 X=X RTMI 82

FL=F RTMI 82

XR=XM RTML 84

FR®FM RTMI 85

GO TO & RTMI 86

[ END OF ITERATION LOOP RTMI 87

< ERROR RETURN IN CASE OF WRONG INPUT DATA RTML 88

2% [ER=2 RTMI 89

RETURN RTMI 90

END RTMI 91
RTNI

This subroutine refines the initial guess x of a
root of the general nonlinear equation f(x) = 0.
Newton's iteration scheme is used in the following
form:

f(xi)
Xi+1=Xi —T(x—i) i=0,1,2, ...) (1)
Convergence is quadratic or linear if the multiplicity
of the root to be determined is equal to one or
greater than one respectively, and if f(x) can be
differentiated continuously at least twice in the
range in which iteration moves. Each iteration
step requires one evaluation of f(x) and one evalua-
tion of £’ (x).

This iterative procedure is terminated if the
following two conditions are satisfied:

< ra
8 Seand [f(x, )| £100.¢

with incaseofjx, | > 1

i+l

(@)

.1 "% incase of|x;1]& 1

and tolerance € given by input.

The procedure described above may not converge
within a specified number of iteration steps. Rea-
sons for this behaviour, which is indicated by an
error message, may be: '

1. Too few iteration steps are specified.

2. The initial guess xg is too far away from any
root.

3. The tolerance € is too small with respect to
roundoff errors.

4. The root to be determined is of multiplicity
greater than one.

Furthermore, the procedure fails and is by-
passed if at any iteration step the derivative f(xj)
becomes zero. This is also indicated by an error
message.

For reference see:

(1) F. B. Hildebrand, Introduction to Numerical
Analysis, McGraw-Hill, New York/Toronto/
London, 1956, pp. 447 - 450.

(2) R. Zurmuhl, Praktische Mathematik fir
Ingenieure und Physiker, Springer, Berlin/
Gottingen/Heidelberg, 1963, pp. 12 - 17.

Subroutine RTNI

Purpose:
To solve general nonlinear equations of the form
F(X)=0 by means of Newton's iteration method,

Usage:
CALLRTNI (X, F, DERF, FCT, XST, EPS, IEND,
IER) Parameter FCT requires an EXTERNAL
statement

Description of parameters:

X - Resultant root of equation F(X)=0.

F - Resultant function value at root X,

DERF - Resultant value of derivative at root X,

FCT - Name of the external subroutine used,
It computes for given argument X the
function value F and derivative DERF,
Its parameter list must be X, F, DERF,

XST - Input value which specifies the initial
guess of the root X,

EPS - Input value which specifies the upper

bound of the error of result X,
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IEND - Maximum number of iteration steps
specified.
IER - Resultant error parameter coded as
follows:
IER=0 - no error
IER=1 - no convergence after IEND
iteration steps
IER=2 - at some iteration step
derivative DERF was equal
to zero
Remarks:

The procedure is bypassed and gives the error
message IER=2 if at any iteration step the
derivative of F(X) is equal to 0, Possibly the
procedure would be successful if it were started
again with another initial guess XST,

Subroutines and function subprograms required:
The external subroutine FCTX, FF, DERF) must
be furnished by the user,

Method:
Solution of the equation F(X)=0 is obtained by
means of Newton's iteration method, which starts
at the initial guess XST of a root X,* Convergence
is quadratic if the derivative of F(X) at root X is
not equal to zero. One iteration step requires
one evaluation of F(X) and one evaluation of the
derivative of F(X). For tests on satisfactory
accuracy see formula (2) of the mathematical
description,

SUBROUTINE RTNI(XeFsDERF+FCToXST+EPS+IENDYIER)
PREPARE ITERATION

1ER=0

X=XST

TOL=Xx

CALL FCT(TOL+F+DERF)

TOLF=1004*EPS

START ITERATION LOOP

DO 6 I=1s+1END RTNI 9
IF(F)1e7e]) RTNI 10
EQUATION IS NOT SATISFIED BY X RTNI 11
1 IF(DERF)2+R842 RTNI 12
ITERATION IS POSSIBLE RTNI 13
2 DXx=F/DERF RTNI 14
XuX=DX RINL 18
ToL=x RTNI 16
CALL FCT(TOL+F4DERF) RTINI 17
TEST ON SATISFACTORY ACCURACY RTNI 18
TOL=EPS RINI 19
A=ABSI(X) RINT 20
IF{A=1a)bsbs3 RTNI 21
3 TOL=TOL#*A RTNI 22
4 IF(ABS(DX)=TOL)5+5+6 RTNI 23
5 IF(ABSIF}=TOLF}71746 RTINI 24
6 CONTINUE RTNL 25
END OF ITERATION LOOP RTNL 26
NO CONVERGENCE AFTER IEND ITERATION STEPSe ERROR RETURNe RIND 27
1ER=1 RTN] 28
7 RETURN RIN1 29
ERROR RETURN IN CASE OF ZERO DIVISOR RTNI 30
8 1ER=2 RINT 31
RETURN RTN1 32
END RTINT 33

Mathematics - Roots of Polynomial

POLRT

This subroutine computes the real and complex roots
of a real polynomial.
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Given a polynomial

N
n
f(z) = Y a z (1)
n=0
let
Z = X + iY be a starting value for a root of f(z).
Then:
z" = (x+1i7) . 2)

Define X}, as real terms of expanded equation (2).
Define Y, as imaginary terms of expanded equa-
tion (2).

Then for:
n=2~0
= 1.0
o}
Y =0.0
o
n>o0
Xn =X Xn—l -Y o Yn—l (3)
= . . 4
Yn X Yn-1 Ty Xn—1 (4)
Let U be the real terms of (1).
V be the imaginary terms of (1).
Then:
N
Ut X m% (8)
n=0
N
V= a Yn (6)
n=0
or
N
U= a, + Z a Xn (7
n=1
N
D IERS ®
n=1
N
ou _
K- "Rty (9)
n=1
N
U _
ay Z nY % (10)
n=1

Note that equations (3), (4), (7), (8), (9), and (10)
can be performed iteratively for n = 1 to N by saving
Xp-1and Y, 4.



Using the Newton-Raphson method for computing
AX, AY, we have:

‘ /. \ 2 21
U aU au au
= — - - o + e 11
aX = \Vay " U \g ay) | (Y
7.\ 2 2 -‘
aU oU au au
= - - - Py + == 12
axY Usy * Vax )/ \ex ay) | 12
- <
o after applying the Cauchy-Riemann equations. .
Thus, for the next iteration:
. <
. X' =X + AX
Y'=Y + AY
Subroutine POLRT ¢
<
Purpose:
. Computes the real and complex roots of a real ¢
polynomial. c
Usage:
CALL POLRT(XCOF, COF, M, ROOTR, ROOTI,
IER) ¢
Description of parameters:
XCOF - Vector of M+1 coefficients of the
w polynomial ordered from smallest
' to largest power.
COF - Working vector of length M+1.
M - Order of polynomial.
ROOTR - Resultant vector of length M contain-
ing real roots of the polynomial.
ROOTI - Resultant vector of length M contain-
ing the corresponding imaginary
roots of the polynomial. ¢
IER - Error code where:
IER=0 No error. €
IER=1 M less than one.
IER=2 M greater than 36.
IER=3 Unable to determine
root with 500 iterations
on 5 starting values.
. IER=4 High order coefficient is
Zero,
Remarks:

Limited to 36th order polynomial or less.
Floating-point overflow may occur for high
order polynomials but will not affect the accu-
racy of the results.

Subroutines and function subprograms required:

(wm None.

Method:

-
=3

15
20

25

32
35

40

4

w

50

5

w

59
60

6

)

ki

o

T

w

18
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o

85
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95

lo0

110
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130
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140

165
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165

Newton-Raphson iterative technique.

The final

iterations on each root are performed using the
original polynomial rather than the reduced
polynomial to avoid accumulated errors in the

reduced polynomial.

SUBROUTINE POLRT{XCCF sCOF sMsROOTRIROOTI 0 IER}

DIMENSION XCOF(1)9COF(1)sROOTRI19ROOTIIL)
IF1Ts0
N=M
1ER=Q
IFUXCOFIN+11) 10025510
IFINY 15015432
SET ERROR CODE TO 1
1ERe]
RETURN
SET ERROR COOE TO &
1ER=6
GO 1o 20
SET ERROR CQDE TO 2
1ER=2
GO To 20
IFtN=356) 35935430
NXsK
NXXsN+]
N2=1
KJ1 = N+l
00 «0 L=1sKJ1
MT=KJl=l+l
COF IMT i =XCOF (L)
SET INITJAL VALUES
X0= 400500101
Y0=0.,01000101
ZERO INITIAL VALUE COUNTER
IN=D
XeX0
INCREMENT INITIAL VALUES AND COUNTER
X0e=1040#Y0
YOu=10,08X
SET X AND ¥ TO CURRENT VALUE
Xax0
YsYO
IN=IN+)
GO T0 59
1F1T=1
XPRax
YPRaY
EVALUATE POLYNCMIAL AND DERIVATIVES
1CT=0
Ux=Q.0
[}

0
XT¥le0
UsCOF (N+1)
IFLU) 659130465
DO 70 I=leN
L eN=1e]
XT2nxexT=veyT
YT2exeyTevexT
VsU+COFLL }#xT2
VaVeCOF (L )eYT2
Flsl
UXaUx+FlexTeCOFiIL
UYsUY=FlYTeCOFIL )
XTaxT2
YTeYT2
SUMSQeUXSUX+UYSUY
IFISUMSQ} 750110475
DX= (veUY=wU»UX) /SUMSQ
X=X4DX
DYa={UsUY+VRUX) /SUMSQ
YaY+DY
IFL ABSIDY)+ ABSIDX1=140E=05) 10080480

~STEP ITERATION COUNTER
1CT=1CT+1
IFLICT=500) 60485485
IF{IFIT) 1009904100
IFCIN=5) 50095495
S5CT ERROR CODE 710 3

IERw3
GO0 TO 20
0C 105 L=lsNXx
MTak jl=l+l
TEMP=XCOF (VT }
XCOF{MT )aCOF (L)
COF{LIuTEMP
ITEMP=N
NeNx
NX= I TEMP
IFCIFIT) 1209554120
IFUIFIT) 1154500115
X=XPR
YaYPR
IFIT=0
IFtx112241250122
IFLABS{Y)=ABS(X)®140E=041135+1254125
ALPHAEX®X
SUMSQeX#XeYoY
NeN~2
GO0 TO 40
X300
NXSNX=1
NXXENXX~1
=040
SUMSZ=040
ALPHAZX
NsN=]
Ll=]
L2=2
COF{L21=COF (L2 +ALPHA®COF (L)
DO 150 L=2 N

COF{L+11=COF(L+11+ALPHARCOF (L) =SUMSQ#COF (L=1}

RCOTI(N2)=Y
ROOTRIN2I =X

N2=N2+l

IFISUMSQ) 16041654160
Y=y

SUMSQ=0.0

GO TO 155

IFIN} 20920465

END

POLRT 1
POLRT 2
POLRT 3
POLRT &
POLRT §
POLRT &
POLRT 7
POLRT 8
POLRT 9
POLRT 10
POLRT 11
POLRT 12
POLRT 13
POLRT 14
POLRT 15
POLRT 16
POLRT 17
POLRT 18
POLRT 19
POLRT 20
POLRT 21
POLRT 22
POLRT 23
POLRT 24
POLRT 25
POLRT 26
POLRT 27
POLRT 28
POLRT 29
POLRT 30
POLRT 31
POLRT 32
POLRT 33
POLRT 24
POLRT 35
POLRT 36
POLRT 237
POLRY 28
POLRT 39
POLRT 40
POLRT &1
POLRT 42
POLRT #3
POLRT 44
POLRT 45
POLRT 46
POLRT 47
POLRT 48
POLRT 49
POLRT 850
POLRT 51
PGLRT 82
POLAT 53
POLRT 54
POLRT 55
POLRT 56
POLRY 57
POLRT 5¢
POLRT 59
POLRT &0
POLRT 61
POLRT 62
POLRT 63
POLRT &4
POLRT &5
POLRT 66
POLRT 67
POLRT 68
POLRT 69
POLRT 70
POLRT 71
POLRT T2
POLRT 73
POLRT T
POLRT 75
POLRT 76
POULRT 77
POLRT 78
POLRT 79
POLRY 80
POLRT 81
POLRT 82
POLRT 83
POLRT 84
POLRT 8%
POLRT 86
POLRT 87
POLRT 88
POLRT 89
POLRTMOL
POLRTMO2
POLRY 91
POLRT 92
POLRT 93
POLRT 94
POLRT 95
POLRT 96
POLRT 97
POLRT 98
POLRT 99
POLRT100
POLRT1Q1
POLRTMO3
POLRTMC4
POLRTMOS
POLRT103
PULRT1O6
POLRT105
POLRTIOS
POLRT1IO?
POLRT103
POLRT1O0Y
POLRTI11Q
POLRTLLL
POLRT1L:
PULKTLLS
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Mathematics - Polynomial Operations PADDM

Purpose:
PADD Add coefficients of one polynomial to the product M
of a factor by coefficients of another polynomial. -
Purpose: Usage:
Add two polynomials. CALL PADDM(Z,IDIMZ, X, IDIMX, FACT, Y,
IDIMY)
Usage: Description of parameters:
CALL PADD(Z,IDIMZ, X, IDIMX, Y, IDIMY) Z - Vector of resultant coefficients,
ordered from smallest to largest
Description of parameters: power.

Z - Vector of resultant coefficients, IDIMZ - Dimension of Z (calculated).
ordered from smallest to largest X - Vector of coefficients for first poly-
power. nomial, ordered from smallest to

IDIMZ - Dimension of Z (calculated). largest power.

X - Vector of coefficients for first poly- IDIMX - Dimension of X (degree is IDIMX-1),
nomial, ordered from smallest to FACT - Factor to be multiplied by vector Y.
largest power., Y - Vector of coefficients for second poly-

IDIMX - Dimension of X (degree is IDIMX-1). nomial, ordered from smallest to

Y - Vector of coefficients for second largest power.
polynomial, ordered from smallest IDIMY - Dimension of Y (degree is IDIMY-1),
to largest power. Remarks:

IDIMY - Dimension of Y (degree is IDIMY-1). Vector Z may be in same location as either vec-

tor X or vector Y only if the dimension of that
Remarks: vector is not less than the other input vector.

Vector Z may be in same location as either vec- The resultant polynomial may have trailing zero

tor X or vector Y only if the dimension of that coefficients.

vector is not less than the other input vector. Subroutines and function subprograms required:

The resultant polynomial may have trailing zero None. -

coefficients. Method: ’

. . . Dimension of resultant vector IDIMZ is calcu-
Subroutines and function subprograms required: lated as the larger of the two input vector dimen-
None. sions. Coefficient in vector X is then added to
coefficient in vector Y multiplied by factor to
Method: form Z.
Dimension of resultant vector IDIMZ is calcu- SUBROUTINE PADDMI Z, IDIMZ, X, IDIHK,FACT ¥, [DINY} PADDY 1
. . OIMENSION ZU10ext 1D, YLL) PADDM 2

lated as the larger of the two input vector dimen- 4 Nm:fi‘r"r’:’l(ueunms OF SUMMANDS ::gg: 2

sions. Corresponding coefficients are then Lo AFLIOIK-IDINY) 10,20,20 ohoon

added to form Z. 2 e T Pabor 8

w0 [F{1-1DIAY) 50050470 PADDN 10

SRR Lo ot L e At ol

4 TEST OIMENSIONS GF SUMMANDS PADD 3 60 Z{11=FACT*Y{1} PADDM 13
NDIM=ID1K#X PADD 4 50 10 80 PADOM 14
IF (IDIMX-IDINY) 10,20,20 PADD S 10 Zt1)sxi 1} PACDM 15
10 NDIH=1DINY PADD & 80 CONTINUE PADOM 16
20 IF(NDIM} 90,90,37 pADD 7 90 IDIM2=NDIM PADDM 1T
30 00 80 [=1,NDIN panD RETURN PAOOM 18
IF{I-IDIMX} 40,42,60 PADD 9 END PADON 19
40 TFLI-1DIMY) S0,50,70 PADD 10
50 ZUNy=x{1yeve 1) PA0D 11
GO TO 80 PADD 12
o gy ie i PCIA
70 ZtIy=xe1) PADD 15 -
80 CONTINUE PADD 16
90 IDIMI=NDIM PADD 17
o paon 13 Purpose:

Move polynomial X to Y.

Usage:
CALL PCLA(Y, IDIMY, X, IDIMX)
Description of parameters:
Y - Vector of resultant coefficients,
ordered from smallest to largest

power, -

IDIMY - Dimension of Y.
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X - Vector of coefficients for polynomial,
ordered from smallest to largest
power.

IDIMX - Dimension of X.

Remarks:

None.

Subroutines and function subprograms required:
None.

Method:
IDIMY is replaced by IDIMX and vector X is
moved to Y.

SUBROUTINE PCLA (Y, IDINY X, IDIMX) pCLA i
DIMENSION X(1).¥( 1) pCLA 2
1DIMYalDIMX PCLA 3
IF(IDIMX) 30,30410 pCLA 4
10 DO 20 [=1,1DIMX pCLA 5
20 Y{1)=X(1} pCLA ]
30 RETURN PCLA 1
PCLA 8
PSUB
Purpose:

Subtract one polynomial from another.

Usage:
CALL PSUB(Z, IDIMZ, X, IDIMX, Y, IDIMY)

Description of parameters:

Z - Vector of resultant coefficients,
ordered from smallest to largest
power.

IDIMZ - Dimension of Z (calculated).

X - Vector of coefficients for first poly-
nomial, ordered from smallest to
largest power.

IDIMX - Dimension of X (degree is IDIMX-1),

Y - Vector of coefficients for second poly-
nomial, ordered from smallest to
largest power.

IDIMY - Dimension of Y (degree is IDIMY-1),

Remarks:

Vector Z may be in same location as either vec-
tor X or vector Y only if the dimension of that
vector is not less than the other input vector.
The resultant polynomial may have trailing zero
coefficients.

Subroutines and function subprograms required:
None.

Method:
Dimension of resultant vector IDIMZ is calcu-
lated as the larger of the two input vector dimen-
sions. Coefficients in vector Y are then
subtracted from corresponding coefficients in
vector X.

SUBROUTINE PSUS{Z ¢IDINZ X I1DIMXeY,10IMY} PSUB 1
OIMENSION Z{1)ex{13ev(1} PSUB 2
TEST DIKENSIONS OF SUMMANDS psug 3
NO1M=IDINX PSUR 4
IF {IDIMX-1DIMY} 10,20,20 PSU8 5
10 NOLM=IDENY psuB &
20 IF INDIM} 90,90,30 esuB 7
30 D 80 I=1,NDIM PSUB 8
IF {1-1DIMX] 40,40,60 PSUB 9
40 IF {I-1DIMY) 50,50,70 pPsSys 10
S0 Zt1)ax(Dy-v(I ePsuB 11
PSUB 12
60 Ztfla=v(I} pSus 13
GO 7O 80 PSUB 14
T0 Z(1)=xtl) psue 15
80 CONTINUE PsSuB 16
90 [DIMZ=NDIN pPsus 17
RETURN PSUB 18
ENOD PSuUB 19
PMPY
Purpose:

Multiply two polynomials.

Usage:
CALL PMPY(Z, IDIMZ, X, IDIMX, Y, IDIMY)

Description of parameters:

Z - Vector of resultant coefficients,
ordered from smallest to largest
power.

IDIMZ - Dimension of Z (calculated).

X - Vector of coefficients for first poly-
nomial, ordered from smallest to
largest power.

IDIMX - Dimension of X (degree is IDIMX-1).

Y - Vector of coefficients for second poly~
nomial, ordered from smallest to
largest power.

IDIMY - Dimension of Y (degree is IDIMY-1),

Remarks:

Z cannot be in the same location as X.
7Z cannot be in the same location as Y.

Subroutines and function subprograms required:
None.

Method:
Dimension of Z is calculated as IDIMX+IDIMY-1.
The coefficients of Z are calculated as sum of
products of coefficients of X and Y, whose ex-
ponents add up to the corresponding exponent of

z,
SUBROUT INE PMPY(Z ,[DIMZ,X,i01MX, Y, 0INY) PHPY 1
OUMENSION ZUL)oXUT)oVIL) puPY ?
IF{IDIMX®IDIMY112,10,20 PMPY 3
10 1D1MZ=0 PupY 4
GO 1O 50 oMPY s
20 IDIMZZIDIHXSIDIMY~1 PHPY [
DO 30 I=1,101M2 PupY 7
30 2(1)=0. PMPY L]
DO 40 I=l,IDINX PNPY 9
00 40 J4=1,1IDINY PMPY 10O
Kzleg-1 pupPY 11
40 ZixisXtiievtJreZix) eMpY 12
50 RETURN pupy 13
END PMPY 14
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PDIV PQSD

Purpose: Purpose:
Divide one polynomial by another. Perform quadratic synthetic division.
Usage: Usage:
CALL PDIV(P, IDIMP, X, IDIMX, Y, IDIMY, TOL, CALL PQSD(A, B, P, Q, X, IDIMX)
IER)
Description of parameters:
Description of parameters: A - Coefficient of Z in remainder (calcu-
P - Resultant vector of integral part. lated).
IDIMP - Dimension of P. B - Constant term in remainder (calcu-
X - Vector of coefficients for dividend poly- lated).
nomial, ordered from smallest to P - Coefficient of Z in quadratic poly-
largest power. It is replaced by re- nomial.
mainder after division. Q - Constant term in quadratic polynomial.
IDIMX - Dimension of X. X - Coefficient vector for given polyno-
Y - Vector of coefficients fordivisor poly- mial, ordered from smallest to
nomial, ordered from smallest to largest power.
largest power. IDIMX - Dimension of X.
IDIMY - Dimension of Y.
TOL - Tolerance value below which coeffi- Remarks:
cients are eliminated during normali- None.
zation.
IER - Error code. 0 is normal, 1 is for Subroutines and function subprograms required:
zero divisor. None.
Remarks: Method:
The remainder R replaces X. The linear remainder A*Z+B.
The divisor Y remains unchanged.
If dimension of Y exceeds dimension of X, SUBRNUTINE PUSOLA 15,9, 0,X, 1016) poso 1
3 Py . PQSD 2
IDIMP is set to zero and calculation is bypassed. ao. pas 2
J=IDTHX PASO &
1 IFLJ13,3,2 POSN 6
. . . 2 1=P*AsR PRSD 7
Subroutines and function subprograms required: srgearxia poSD 8
= PQSD 9
PNORM 50710 1 p050 11
3 RETURN PQSD 12
END PQSD 13
Method:
Polynomial X is divided by polynomial Y giving
integer part P and remainder R such that PVAL
X =P*Y + R.
Divisor Y and remainder vector get normalized. Purpose:
Evaluate a polynomial for a given value of the
SUBROUT INE POIVIP , 1OTMP X, [DTMX, Y, [01MY,TOL,TER} POIV 1 variable.
DIMENSION P{L) XU L,Y(L} POlY ?
CALL PNORM {Y,IDIMY,TOL} iV 3
g dih oy
R e ;nfao.?ga s o . POIV & Usage:
4 20 lolsglj:EE OF DIV R REATER THAN DEGREF NF DEVIDEND :g;x ; CALL PVAI.I(RES, ARG’ X’ DMX)
30 [ER=0 POIV 9
40 REFURN POIV 10
C ¥ 1S ZERO POLYNOMIAL PRIV 11 . .
50 1eReL Foly 1z Description of parameters:
© o IproreaT mEDuCTIIN oy s RES - Resultant value of polynomial.
10 1i=1rT0mx soiv 17 ARG - Given value of the variable.
c "‘;;;;;{c’i',‘:l‘,[’{::[g OF DIVISOR Poiv 19 X - Vector of coefficients, ordered from
00 #0 K=1,[DIMX PDIV 20
X000 -P 1)+ (KD PoIv 22 smallest to largest power.
PD : <
80 CONTINUE oy 2 IDIMX - Dimension of X,
IFITY 90,90, 70 PDIV 25
c NORMALIZF REMA INODER POLYNOMIAL PDIV 26
90 CALL PNORMIX,IDIMX,¥OL)Y POIV 27
6o T0 30 poIv 28 Remarks:
END PRIV 29

None.
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Subroutines and function subprograms required:

None.
Method:
Evaluation is done by means of nested multipli-
cation.
SURRDUTINE PVAL{RES ARGy X, IDIMX} PVAL

DIMENSION X(1)
RES=0.
J= 1D TMX

1 IFtJ3,342

2 RES=RES®ARG+X(J)

Juy-1

60 TO 1
3 RETURN

END

PvaL
PVAL
PVAL
PVAL
PVAL
PVAL
pvalL
PVaL
PVAL

COH NG S wN—

PVSUB

Purpose:

Substitute variable of a polynomial by another

polynomial,

Usage:

CALL PVSUB(Z, IDIMZ, X, IDIMX, Y, IDIMY,
WORK]1, WORK?2)

Description of parameters:

Z

IDIMZ
™ x

IDIMX

IDIMY
WORK1

WORK2

Remarks:
None.

Vector of coefficients for resultant
polynomial, ordered from smallest
to largest power.

Dimension of Z.

Vector of coefficients for original
polynomial, ordered from smallest
to largest power.

Dimension of X,

Vector of coefficients for polynomial

which is substituted for variable,
ordered from smallest to largest
power.

Dimension of Y.

Working storage array (same dimen-

sion as Z).

Working storage array (samedimen-

sion as Z).

Subroutines and function subprograms required:

PMPY
PADDM
PCLA

Method:

Variable of polynomial X is substituted by poly-

.nomial Y to form polynomial Z. Dimension of

new polynomial is (IDIMX-1)*(IDIMY-1)+1.
Subroutine requires two work areas.

SUBROUTINE PVSUB(Z,IDIMNZ,yXs IDTMX,Y, IDIMY,KORK] JWIIRK2?) PYSUA 1
DYMENSION ZUL}oXE 1) oY {1} WARKIT1) HORK2(1) pysup 2
TEST OF DIMENS {ONS PVSUR 3
IF CTDIMX~1) 14343 BVSUA &
1 IDI¥Z=0 PYSUB S
2 RETURN LAATVL Y
3 IDIM2al pysuya T
Htr=xit} Pysyn A
IF L1DIMYSIDIMX=-IDEMY) 2,2.4 PVYSUR 9
4 tWl=1 PVSIIK 10
WORK1(1)=1, PVSUR 11
DO 5 E=241D1MX PVSHUD 12
CALL PMPY{KNDRK241W2,Y, TDINY,H0RK 1,1W1) pysya 113
CALL PCLAIWORKU [ WL WORK2,IW2) LAAILIN BY
FACT=x(1} PYSUR 15
CALL PADDMIZ,10I42,7,IDIMZ,FACT HORKL,IWL) PYSUB 16
S CONTINNE PVSIIR 17
G0 1O 2 PVYSUR 15
END PYSUB 19
PCLD
Purpose:
Shift of origin (complete linear synthetic
division).
Usage:

CALL PCLI(X, IDIMX, U)

Description of parameters:
X -~ Vector of coefficients, ordered from
smallest to largest power. It is re-
placed by vector of transformed co-

efficients.
IDIMX - Dimension of X.
U - Shift parameter.
Remarks:
None.

Subroutines and function subprograms required:
None.

Method:
Coefficient vector X(I) of polynomial P(Z) is
transformed so that Q(Z)=PZ-U) where QZ)
denotes the polynomial with transformed coeffi-
cient vector.

SUBROUTINE PCLD (X, IDTMX, U PCLD 1
DIMENSION x{1) PCLD 2
K=1 pCLD 3
1 4=T01MX PCLD &
2 IF {J-K) 44443 PCLD S5
3 X(J-11=X(I-1DsU(S) PCLD 6
J=d-1 pcLo 7
GO 10 2 PCLD 8
4 KoKl PCLD 9
IF {IDIMX~K) 54501 PCLD 10
5 RETURN pCLN 11
END PCLD 12
PILD
Purpose:

Evaluate polynomial and its first derivative for
a given argument.

Usage:
CALL PILD({POLY, DVAL, ARGUM, X, IDIMX)
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Description of parameters:

POLY
DVAL
ARGUM
X

IDIMX

Remarks:
None.

Value of polynomial.

Derivative.

Argument.

Vector of coefficients for poly-
nomial, ordered from smallest to
largest power.

Dimension of X.

Subroutines and function subprograms required:

PQSD

Method:

Evaluation is done by means of subroutine PQSD
(quadratic synthetic division).

SUBRDUTINE PILD (POLY,DVAL , ARGUM, X, IDIMX}

DIMENSION X{1)
P=ARGUM+ARGUM
O=—ARGUMS ARGUM

CALL PQSD (DVALPOLY,P,Q,X,INIMX}
POLY=ARGUM*DVAL4POLY

RETURN
END

PILD
PILD
PILD
PILD
PiLD
PILD
PILD
PILD

DO NS W

PDER

Purpose:

Find derivative of a polynomial.

Usage:

CALL PDER(Y, IDIMY, X, IDIMX)

Description of parameters:

Y -

IDIMY

IDIMX -

Remarks:
None.

Vector of coefficients for derivative,
ordered from smallest to largest
power.

Dimension of Y (equal to IDIMX-1).
Vector of coefficients for original
polynomial, ordered from smallest to
largest power.

Dimension of X.

Subroutines and function subprograms required:

None.

Method:

Dimension of Y is set at dimension of X less one.

Derivative is then calculated by multiplying co-
efficients by their respective exponents.
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]
SUBROUTINE PDER{Y » [DINY (X, IDIMX}
DIMENSION X{1),¥l1)
3 TEST.OF DIKENS TON
IF (IDINX-1) 3,31
1 1DIMY=[DINX~-1
EXPT=0.
00 2 I=1,I0DINY
EXPTSEXPTel.
2 YOI} =XUT¢L)OEXPT
GO 10 4
3 10IMY0
4 RETURN
END

D O3 O R BN

PINT

Purpose:

Find integral of a polynomial with constant of

integration equal to zero.

Usage:
CALL PINT(Y, IDIMY, X, IDIMX)

Description of parameters:

Y - Vector of coefficients for integral,
ordered from smallest to largest

power.

IDIMY - Dimension of Y (equal to IDIMX+1).
X - Vector of coefficients for original
polynomial, ordered from smallest to

largest power.
IDIMX - Dimension of X,

Remarks:
None.

Subroutines and function subprograms required;

None.

Method:

Dimension of Y is set at dimension of X plus
Inte-

one, and the constant term is set to zero.

gral is then calculated by dividing coefficients

by their respective exponents.

SUBROUTINE PINT{Y ,[DIMY,X, IDI4X}
DIMENSION X(1). YL 1)
IDIMY=IDINX+1
Y{1}=0.
IFLIDIMX} 14142

1 RETURN

2 ExPT=l.
00 3 I=2,1DIMY
YOO =x{1-11/EXPT

3 EXPT=EXPT#1.
GO TO 1
END

PINT
PINY
PINT
PINT
PINT
PINY
PINT
PINT
PINT
PINT
PINT
PINY

OB NS W -

1"
11
12

PGCD

Purpose:

Determine greatest common divisor of two poly-

nomials.,

Usage:

CALL PGCD(X, IDIMX, Y, IDIMY, WORK, EPS,

IER)



W\

4

Description of parameters:

X - Vector of coefficients for first poly-
nomial, ordered from smallest to
largest power.

IDIMX - Dimension of X.

Y - Vector of coefficients for second
polynomial, ordered from smallest to
‘largest power. This is replaced by
greatest common divisor.

IDIMY - Dimension of Y.

WORK - Working storage array.

EPS - Tolerance value below which coeffi-
cient is eliminated during normaliza-
tion.

IER - Resultant error code where:

IER=0 No error.
IER=1 X or Y is zero polyno-
mial.
Remarks:

IDIMX must be greater than IDIMY.
IDIMY=1 on return means X and Y are prime,
the GCD is a constant.

Subroutines and function subprograms required:
PDIV
PNORM

Method:
Greatest common divisor of two polynomials X
and Y is determined by means of Euclidean algo-
rithm. Coefficient vectors Xand Y aredestroyed
and greatest common divisor is generated in Y.

PGCD

SUBROUTINE PGCD(X o TOIMX, Y, IDINY, WORK+EPS ¢ [ER)
PGCD

DIMENSION X{1)¢Y( 1) WORKL1)

1

2

[ OIMENSION REQJIRED FOR VECTOR NAMED WORK 1S IDIMX-IDIMY+l PGCD 3

1 CALL PDIVIWORK,NOIMeXs IDIMX,Y, IDINY.EPS, TER) PGCD 4

IFLIER) 5,2.5 PGCD 5

2 IF{IDIMX) 5,543 PGCD &

4 INTERCHANGE X AND Y PGED 7

3 D0 & Jsb I0INY PGLO A

WORK{1)=x{J} o5GC0 e

X{ar=v{y) PGCO 20

4 Y{J)=WORK( 1) PGCO 11

NOTM=[DIMX PGED 12

IDINX= 1DIMY peCch 13

10IMY=NDIM °GCh 14

60 101 PGCD 15

5 RETURN PGCOD 16

ND PGCO 17

PNORM

Purpose:

Normalize coefficient vector of a polynomial.

Usage:
CALL PNORM(X, IDIMX, EPS)

Description of parameters:
X - Vector of original coefficients,
ordered from smallest to largest
power. It remains unchanged.

IDIMX - Dimension of X. It is replaced by
final dimension.

"EPS -~ Tolerance below which coefficient is
eliminated.

Remarks:
I all coefficients are less than EPS, result is a

zero polynomial with IDIMX=0 hut vector X re-
mains intact.

Subroutines and function subprograms required:
None.

Method:
Dimension of vector X is reduced by one for

each trailing coefficient with an absolute value
less than or equal to EPS.

PNORM

SUBROUT INE PNORA( X, IDI MX,EPSY [}
DIMENSION x(11 PNORM 2
1 THIYDTMX) 49402 PNORM 3
2 IFLABS(X(ININXII-EPS) 343,64 PNORM &
3 10IMX=1DIHX=~? PNNAM 5
GO ™0} PNORM &
4 RETURN PNORM 7
END PNORM 3
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APPENDIX A: STORAGE REQUIREMENTS

The following table lists the number of characters
of storage required by each of the subroutines in the
Scientific Subroutine Package. The figures given
were obtained by using 1130 Monitor FORTRAN,
Version 2, Modification Level 1. Also noted are
the subroutines or function subprograms that are
called or are used by a given subroutine.

Storage
Required
Name Function (Words)
STATISTICS
Data Screening
TALLY totals, means, standard
deviations, minimums,
maximums 356
BOUND selection of observations
within bounds 206
SUBST subset selection from
observation matrix
(needs user's Boolean
subroutine) 224
ABSNT detection of missing
data 94
TAB1 tabulation of data (1
variable) 612
TAB2 tabulation of data (2
variables) 1140
SUBMX build subset matrix 134
Elementary Statistics
MOMEN first four moments 404
TTSTT tests on population
means 538
Correlation
CORRE means, standard de-
viations, and correla-
tions (needs user's
subroutine to get data) 1164

128

Name Function

Multiple Linear Regression

(Usually requires CORRE,
ORDER, MINV, MULTR
in sequence)

ORDER rearrangement of
intercorrelations
MULTR multiple regression

and correlation

Polynomial Regression

(Usually requires GDATA,
ORDER, MINV, MULTR
in sequence)

GDATA data generation

Canonical Correlation

(Usually requires CORRE,
CANOR, MINV, NROOT,
EIGEN in sequence)

CANOR canonical correlation
(CANOR calls MINV
and NROOT)

NROOT eigenvalues and

eigenvectors of a
special nonsymmetric
matrix (NROOT calls
EIGEN)

Analysis of Variance

(Usually requires AVDAT, AVCAL,
MEANQ in sequence)

AVDAT data storage allocation
AVCAL Y and A operation
MEANQ mean square operation

Storage
Required
(Words)

206

518

668

1132

752

326
268

560



Name Function

Discriminant Analysis

(Usually requires DMATX, MINV,
DISCR in sequence)

DMATX means and dispersion
matrix
DISCR discriminant functions

Factor Analysis

(Usually requires CORRE, EIGEN,
TRACE, LOAD, VARMKX in segquence)

TRACE cumulative percentage
of eigenvalues

LOAD factor loading
VARMX varimax rotation

Time Series

AUTO autocovariances
CROSS crosscovariances
SMO application of filter

coefficients (weights)

EXSMO triple exponential
smoothing

Nonparametric Statistics

2
CHISQ x test for a contingency
table
UTEST Mann-Whitney U-test
(UTEST calls RANK
and TIE)
TWOAV Friedman two-way

analysis of variance
(TWOAV calls RANK)

QTEST Cochran Q-test
SRANK Spearman rank cor-

relation (SRANK calls
RANK and TIE)

Storage
Required
(Words)

422

980

160
98

1186

180

248

166

274

490

242

324

232

378

Name Function
KRANK Kendall rank correla-

tion (KRANK calls
RANK and TIE)

WTEST Kendall coefficient of
concordance (WTEST
calls RANK and TIE)

RANK rank observations

TIE calculation of ties in
ranked observations

Random Number Generators

RANDU uniform random
numbers

GAUSS normal random num-
bers (GAUSS calls
RANDU)

MATHEMATICS

Special Matrix Operations

MINV matrix inversion

EIGEN eigenvalues and
eigenvectors of a
real, symmetric

matrix
Matrices
SIMQ solution of simultaneous
linear, algebraic equations
GMADD add two general matrices
GMSUB subtract two general
matrices
GMPRD product of two general
matrices
GMTRA transpose of a general
matrix
GTPRD transpose product of
two geuneral matrices
MADD add two matrices (calls

LOC)

Storage
Required
(Words)

524

498

216

196

52

68

784

1058

540

52
52
156
88
152

226
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Name

MSUB

MPRD

MTRA

TPRD

MATA

SADD

SSUB

SMPY

SDIV

RADD

CADD

SRMA

SCMA

RINT

CINT

RSUM

CSUM

130

Function

subtract two matrices
(calls LOC)

matrix product (row
into column) (calls LOC)

transpose a matrix
(calls MCPY)

transpose product
(calls LOC)

transpose product of
matrix by itself (calls
LOC)

add scalar to matrix
(calls LOC)

subtract scalar from a
matrix (calls LOC)

matrix multiplied by a
scalar (calls LOC)

matrix divided by a
scalar (calls L.OC)

add row of one matrix
to row of another
matrix (calls LOC)

add column of one
matrix to column of
another matrix (calls
LOC)

scalar multiply row
and add to another row

scalar multiply column

and add to another column

interchange two rows

interchange two columns

sum the rows of a matrix

(calls LOC)

sum the columns of a
matrix (calls LOC)

Storage
Required
(Words)

226

230

108

230

194

56

56

56

66

90

92

108

110
94

96

98

98

Name

RTAB

CTAB

RSRT

CSRT

RCUT

CCUT

RTIE

CTIE

MCPY
XCPY

RCPY

CCPY

DCPY

SCLA

DCLA

MSTR

MFUN

RECP

Function

tabulate the rows of a

matrix (calls LOC, RADD)

tabulate the columns of
a matrix (calls LOC,
CADD)

sort matrix rows (calls
LOC)

sort matrix columns
(calls LOC and CCPY)

partition row-wise
(calls LOC)

partition column-wise
(calls LOC)

adjoin two matrices
row-wise (calls LOC)

adjoin two matrices
column-wise (calls
LOC)

matrix copy (calls LOC)

copy submatrix from
given matrix (calls LOC)

copy row of matrix into
vector (calls LOC)

copy column of matrix
into vector (calls LOC)

copy diagonal of matrix
into vector (calls LOC)

matrix clear and add
scalar (calls LOC)

replace diagonal with
scalar (calls LOC)

storage conversion
(calls LOC)

matrix transformation
by a function

reciprocal function for
MFUN

Storage
Required
(Words)

198

198

308

306

162

162

178

166

52

128

78

78

58

52

50

116

66

44

-



Storage Storage

Required Required
Name Function (Words) Name Function (Words)
LOC location in compressed- BESI I Bessel function 414
stored matrix 108
BESK K Bessel function 844
ARRAY vector storage--double
dimensioned conversion 198 CEL1 elliptic integral of the
first kind 126
Integration and Differentiation
CEL2 elliptic integral of the
QSF integral of tabulated second kind 200
function 806
EXPI exponential integral 262
QATR integral of given function
by trapezoidal rule. SICI sine cosine integral 366
386
Cs Fresnel integrals 310
Ordinary Differential Equations
RK1 integral of first-order
differential equation by
Runge-Kutta method (needs
user function subprogram) 468
RK2 tabulated integral of first- Roots of Nonlinear Functions
order differential equation
by Runge-Kutta method RTWI refine estimate of root of
(needs user function sub- Wegstein's iteration (needs
programy) 210 user function subprogram) 208
RKGS solution of a system of RTMI determine root within a
first-order differential range by Mueller's
equations by Runge-Kutta iteration (needs user
method (uses given initial function subprogram) 536
values)
1174 RTNI refine estimate of root by
Newton's iteration (needs
Fourier Analysis user function subprogram) 172
FORIF Fourier analysis of a
given functioz (needs user Roots of Polynomial
function subprogram) 292 POLRT real and complex roots
FORIT Fourier analysis of a of polynomial 820
tabulated function 284

Polynomial Operations

Special Operations and Mathematical Functions

PADD add two polynomials 110
GAMMA gamma function 260

PADDM multiply polynomial by
LEP Legendre polynomial 132 constant and add to

another polynomial 118

BESJ J Bessel function 448

PCLA replace one polynomial
BESY Y Bessel function 704 by another 48
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Name

PSUB

PMPY

PDIV

PQSD

PVAL

PVSUB

132

Function

subtract one polynomial
from another

multiply two polynomials

divide one polynomial by
another (calls PNORM)

quadratic synthetic divi-
sion of a polynomial

value of a polynomial

substitute variable of
polynomial by another
polynomial (calls PMPY,
PADDM, PCLA)

Storage
Required
(Words)

112

142

198

78

54

132

Name

PCLD

PILD

PDER

PINT

PGCD

PNORM

Function

complete linear division

evaluate polynomial and
its first derivative (calls

PQSD)

derivative of a polynomial
integral of a polynomial

greatest common divisor
of two polynomials (calls
PDIV and PNORM)

normalize coefficient
vector of polynomial

Storage
Required
(Words)

74

56

88

88

108

48

™

«



APPENDIX B: ACCURACY OF SUBROUTINES

The subroutines in SSP can be broken down into
three major categories from the standpoint of accu-
racy. They are: subroutines having little or no
affect on accuracy; subroutines whose accuracy is
dependent on the characteristics of the input data;
and subroutines in which definite statements on ac-
curacy can be made.

SUBROUTINES HAVING LITTLE OR NO AFFECT
ON ACCURACY

The following subroutines do not materially affect
the accuracy of the results, either because of the
simple nature of the computation or because they do
not modify the data:

TALLY totals, means, standard deviations,
minimums, and maximums

BOUND selection of observations within bounds

SUBST subset selection from observation
matrix

ABSNT detection of missing data

TAB1 tabulation of data (1 variable)

TAB2 tabulation of data (2 variables)

SUBMX build subset matrix

MOMEN first four moments

TTSTT tests on population means

ORDER rearrangement of intercorrelations

AVDAT data storage allocation

TRACE cumulative percentage of eigenvalues

CHISQ x 2 test for a contingency table

UTEST Mann-Whitney U-test

TWOAV Friedman two-way analysis of variance

QTEST Cochran Q-test

SRANK Spearman rank correlation

KRANK Kendall rank correlation

WTEST Kendall coefficient of concordance

RANK rank observations

TIE calculation of ties in ranked observations

RANDU uniform random numbers

GAUSS normal random numbers

GMADD
GMSUB
GMPRD
GMTRA
GTPRD

MADD
MSUB
MPRD
MTRA
TPRD
MATA
SADD
SSUB
SMPY
SDIV
RADD

CADD

SRMA

SCMA

RINT
CINT
RSUM
CsUM
RTAB
CTAB
RSRT
CSRT
RCUT
CccuT
RTIE
CTIE
MCPY
XCPY
RCPY
CCPY
DCPY
SCLA
DCLA

add two general matrices
subtract two general matrices
product of two general matrices
transpose of a general matrix

transpose product of two general
matrices

add two matrices

subtract two matrices

matrix product (row into column)
transpose a matrix

transpose a product

transpose product of matrix by itself
add scalar to matrix

subtract scalar from a matrix
matrix multiplied by a scalar

matrix divided by a scalar

add row of one matrix to row of an-
other matrix

add column of one matrix to column of
another matrix

scalar multiply row and add to another
row

scalar multiply column and add to an-
other column

interchange two rows

interchange two columns

sum the rows of a matrix

sum the columns of a matrix
tabulate the rows of a matrix
tabulate the columns of a matrix
sort matrix rows

sort matrix columns

partition row-wise

partition column-wise

adjoin two matrices row-wise
adjoin two matrices column-wise
matrix copy

copy submatrix from given matrix
copy row of matrix into vector
copy column of matrix into vector
copy diagonal of matrix into vector
matrix clear and add scalar

replace diagonal with scalar
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MSTR
MFUN
RECP
LoC
CONVT

ARRAY

PADD
PADDM

PCLA
PSUB
PMPY
PDIV
PQSD

PVAL
PVSUB

PCLD
PILD

PDER
PINT
PGCD

PNORM

storage conversion

matrix transformation by a function
reciprocal function for MFUN
location in compressed-stored matrix

single precision, double precision
conversion

vector storage--double dimensioned
conversion

add two polynomials

multiply polynomial by constant and
add to another polynomial

replace one polynomial by another
subtract one polynomial from another
multiply two polynomials

divide one polynomial by another

quadratic synthetic division of a
polynomial

value of a polynomial

substitute variable of polynomial by
another polynomial

complete linear division

evaluate polynomial and its first
derivative

derivative of a polynomial
integral of a polynomial

greatest common divisor of two
polynomials

normalize coefficient vector of
polynomial

SUBROUTINES WHOSE ACCURACY IS DATA
DEPENDENT

The accuracy of the following subroutines cannot be
predicted because it is dependent on the character-
istics of the input data and on the size of the prob-
lem. The programmer using these subroutines
must be aware of the limitations dictated by numer-
ical analyses considerations. It cannot be assumed
that the results are accurate simply because sub-
routine execution is completed. Subroutines in this
category are:

CORRE

MULTR
GDATA
CANOR
NROOT
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means, standard deviations, and
correlations

multiple regression and correlation
data generation
canonical correlation

eigenvalues and eigenvectors of a
special nonsymmetric matrix

AVCAL
MEANQ
DMATX
DISCR
LOAD
VARMX
AUTO
CROSS
SMO

EXSMO
MINV
EIGEN

QSF

QATR

RK1

RK2

RKGS

FORIF

FORIT
RTWI

RTMI

RTNI

POLRT

Z and A operation

mean square operation
means and dispersion matrix
discriminant functions

factor loading

varimax rotation
autocovariances
crosscovariances

application of filter coefficients
(weights)

triple exponential smoothing
matrix inversion

eigenvalues and eigenvectors of a
real, symmetric matrix

solution of simultaneous linear, alge-
braic equations

integral of tabulated function by
Simpson's Rule

integral of given function by
trapezoidal rule

integral of first-order differential
equation by Runge-Kutta method

tabulated integral of first-order differ-
ential equation by Runge-Kutta method

solution of a system of first-order
differential equations by Runge-Kutta
method

Fourier analysis of a given function
Fourier analysis of a tabulated function

refine estimate of root by Wegstein's
iteration

determine root within a range by
Mueller's iteration

refine estimate of root by Newton's
iteration

real and complex roots of polynomial



SUBROUTINES WITH DEFINITE ACCURACY CHARACTERISTICS

This table was developed by comparing floating-point results from the subroutines

with the tables given in Abramowitz and Stegun*.

gave results in fixed-point form.
are given in terms of number of decimal places (d.p.) which agreed, rather than
number of significant digits (s.d.) which agree. In compiling maximum differences,

the maximum was taken over the set of points indicated in the table.

difference was normally much smaller.

The notation x = a (b) ¢ implies thata, a+ b, a+ 2b, ...

In certain cases the reference table
In these cases the maximum differences below

The average

., ¢ were the arguments

(x) used.
Maximum
Difference
_s.d,=significant
Allowable Range Checked digits
Parameter with d.p.=decimal
Name Functions Remarks Range references* places
GAMMA I'(x) (gamma) x£34.5, and x x=.,1(1)3 2 in 6th s.d.
not within 10-6
of zero or a x=1(1) 34 1 in 6th s.d.
negative integer _
LEP Py(%) -14x41 x=0(.2)1 3 in 6th s.d.
(Legendre) n=2,3
nz0 n=9, 10 1 in 5th s. d.
BESJ JIn(x) (Bessel) (The accuracy x>0; n>0 x=1(1) 17 8 in 6th s.d
Factor, D, used n=40, 1, 2
in the program when x £15; 2/3
was 1079.) n<20 + 10x~X n=3(1)9 1in 5th s.d
x=1(1) n-2
when x > 15,
n<90 + x/2 n=3(1)9 1 in 5th d.p.
x=n-1(1)20
x=1,2,5,10,50 3 in 6th s.d.
n = 10 (10) 50 **
BESY Yn(x) (Bessel) na>0 x=1(1) 17 9 in 6th s.d
x>0 n=20,1, 2
n=3(1)9 1 in 5th s.d
x=1(1)n-2
n=3(1)9 1 in 5th d.p.
x =n-1(1) 20
x=1,2,5,10,50 3 in 5th s.d.
n = 10 (10) 50%*
BESI In(x) (Bessel) (Table values x>0 x=1(1)20 8 in 7th s.d.
are e~XIp(x). 0£n£30 n=20,1
maximum _ .
difference is x:g(l) 20 6 in Tth s.d.
for these n=
values) x=1(1) 20 1 in 5th s.d.
o n=3(1)9
(Table values x=1,2,5,10 8 in 7th s.d.
are I(x)) n = 10, 20, 30**
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Subroutines with Definite Accuracy Characteristics (continued)

Maximum
Difference
s.d.=significant
Allowable Range Checked digits
Parameter with d. p.=decimal
Name Functions Remarks Range references¥* places
BESK Kp(x) (Bessel)  (Table values x>0 x=1(1) 20 8 in 7th s.d.
are e* Ky, (x). n2o0 n=20,1
These were
used for maxi- x=5(1) 20 9 in 7th s.d.
mum differ- n=2
ences)
x=1(1) 20 1 in 5th s.d.
n=3(1)9
(Tabled values x=1,2,5,10,50 1 in 6th s.d.
are Ky (%) n = 10 (10) 50%*
CEL1 K (k) (Tabled values 1£k41 m=0(1) .9 1 in 7th s.d
(elliptic 1st are K(m);
integral) m= Kk
CEL2 {Generalized K(m) when -1£k£1 m=0(.1).9 1in 7th s.d.
Integral of 2nd A =B=1
kind) E(m) when m=0(1).9 1in 7th s.d.
A= 1,2
B=ck
e wherem=k2
EXPI Exponential -Ei (-x) x2-4 =-.5(.-5) -2 0 in 7th s.d.
Integral when X<0
x=-2.5 (-.5) -4 1in Tth s.d.***
Eq (x) when
x>0 x=.5(.5)2 2 in Tth s.d.
x=2.5(.5)4 6 in 5th s, d, ***
x=4.5(.5)8 3 in 7th s.d.,***
SICI 5§ (x) none x=1(1) 10 3 in 7th s.d
(sine integral) x=10w 0in 7th s.d
SICI Ci(x) none x=1(1) 10 3 in Tth s.d.
(cosine x=10w 0 in 5th s.d.
integral)
CS Co(u) none x=.1,.3,.6,.8 1 in 6th s.d.
(Fresilel)
- x=1(1)5 2 in Tth s.d.
M =—TX
_______ z
CS Sg (u) none x=,1,.3,.6,.8 1 in 4th s.d.
(Fresnel)
#=-%-1rx2 x=1(1)5 3 in Tth s.d.

*Handbook of Mathematical Functions, Abramowitz and Stegun, National Bureau of Standards publication.

**Results outside the range of the 1130 are set to zero or machine infinity. Results are subject to com-

patability of x and n.

***Tabled results, used for maximum difference, were given for xein (-x) and xexEl(x)
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APPENDIX C: TIMING

(_’”‘ 1.

Sample program SOLN was chosen to exem-
plify the overall timing of a problem.

In all cases

the 1442 Card Reader, Model 7, is used for input
and all necessary subroutines are already on disk.
(Core speed: 3.6us.)

a.

Compile time, using a LIST ALL card
(gives a program listing of its 56 cards
and a memory map which includes vari-
able allocations, statement allocations,
features supported, called subprograms,

integer constants, and core requirements),

requires 1 minute 32 seconds on the 1132
Printer. (Compile time, minus the LIST
ALL card, requires 36 seconds. )

To store the program on disk takes 10
seconds.

After the XEQ control card is read, the
computer uses 17 seconds to locate the
necessary subprograms and the main
program, and to load them in core.
Execution time is four seconds. Output
printing time is 53 seconds on an 1132
Printer and 3 minutes 32 seconds on the
console typewriter.

2. To illustrate the computational time used by
an IBM 1130 computer, the following program was

selected:

DIMENSION A(1600),L(40),M(40)
IX=3
2 PAUSE 1
DO 1 I=1,1600
CALL RANDU (IX,IY,Y)
IX=TY
1 ACD=Y
PAUSE 2

CALL MINV

{(A,10,D,L,M

PAUSE 3

CALL MINV

(A,15,D,L,M

PAUSE 4

CALL MINV

(A,20,D,L,M)

PAUSE 5

CALL MINV

(A,30,D,L,M)

PAUSE 6

CALL MINV

(A,40,D,L,M

PAUSE 7
GO TO 2
END

a.

RANDU - random number generator sub-
routine. To generate 1600 numbers,
using subroutine RANDU, execution time
is 5 seconds.

MINV - matrix inversion subroutine.
Matrix inversion, using subroutine MINV,
is performed on five different sized ma-
trices, with the following results in
execution time:

(1) The 10 x 10 matrix uses 4 seconds.
(2) The 15 x 15 matrix uses 12 seconds.
(3) The 20 x 20 matrix uses 27 seconds.
(4) The 30 x 30 matrix uses 1 minute
28 seconds.
(5) The 40 x 40 matrix uses 3 minutes
27 seconds.

SAMPLE PROBLEM TIMING

The table below gives sample problem times from
the reading of the XEQ card to the printing, on the
1132 Printer, of the last output line:

Problem

DASCR

ADSAM
ANOVA
EXPON
FACTO
MCANO
MDISC
POLRG
QDINT
REGRE
RKINT
SMPRT

SOLN

Time

2 min, 20 sec. (5 min. 30 sec. using the
console typewriter)

1 min, 25 sec,

55 sec.
1 min. 5 sec,
1 min. 55 sec.
1 min, 55 sec.
2 min. 12 sec,
2 min. 53 sec.

30 sec.
2 min, 25 sec.

55 sec.

30 sec.

1 min, 15 sec.
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APPENDIX D: SAMPLE PROGRAMS

This appendix describes a set of sample programs
designed to illustrate typical applications of the
scientific subroutines. The sample programs also
make use of certain user-written special sample
subroutines. Such subroutines are, of course, to be
taken only as typical solutions to the problem under
consideration, each user being urged to tailor such
subroutines to his own specific requirements.

A "Guide to the Sample Programs'' immediately
follows this introduction. The guide indicates the
location of the sample program (if any) calling a
particular subroutine of the SSP or referencing a
special sample subroutine. The SSP listings are not
repeated in this appendix; to locate such listings
refer to ""Guide to Subroutines' in the introduction.

Listings of the special sample subroutines (HIST,
MATIN, PLOT, MXOUT, BOOL, DATA, and FUN)
are provided immediately following each sample
program. The subroutines DATA, MATIN, and
MXOUT are used with several sample programs,
and for purposes of clarity the listings of these spe-
cial user-written routines are repeated with each
sample program.

GUIDE TO THE SAMPLE PROGRAMS

Data Screening Page
DASCR--Sample Main Program 144

Nlustrates use of:

SUBST--subset selection from observation
matrix

TAB1--tabulation of data (1 variable)

LOC--location in compressed-stored
matrix

Special sample subroutines are:

BOOL--Boolean expression 145
HIST--histogram printing 145
MATIN--matrix input 145

Multiple Regression

REGRE--Sample Main Program 150

Illustrates use of:

CORRE--means, standard deviations, and
correlations

ORDER--rearrangement of intercorrelations
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Page
MINV--matrix inversion
MULTR--multiple regression
Special sample subroutine is:
DATA--sample data read 151
Polynomial Regression
POLRG--Sample Main Program 155

Ilustrates use of:
GDATA--data generation
ORDER--rearrangement of intercorrelations
MINV--matrix inversion

MULTR--multiple regression

Special sample subroutine is:

PLOT--output plot 156

Canonical Correlation

MCANO--Sample Main Program 159

Hlustrates use of:

CORRE--means, standard deviations, and
correlations

CANOR--canonical correlation
MINV--matrix inversion

NROOT--eigenvalues and eigenvectors of a
special, nonsymmetric matrix

EIGEN--eigenvalues and eigenvectors of a
symmetric matrix

Special sample subroutine is:

DATA--sample data read 160

Analysis of Variance

ANOVA--Sample Main Program 164

Hlustrates use of:
AVDAT--data storage allocation
AVCAL-- Y and Aoperation

MEANQ--mean square operation



Page

Discriminant Analysis

MDISC--Sample Main Program 168

Hlustrates use of:
DMATX--means and dispersion matrix
MINV-~matrix inversion

DISCR--discriminant functions

Factor Analysis

FACTO--Sample Main Program 172

Hlustrates use of:

CORRE--means, standard deviations, and
correlations

EIGEN--eigenvalues and eigenvectors of a
real, symmetric matrix

TRACE--cumulative percentage of
eigenvalues

LOAD--factor loading

VARMX--varimax rotation

Special sample subroutine is:

DATA--sample data read 173

Triple Exponential Smoothing

EXPON--Sample Main Program 175

Nlustrates use of:

EXSMO--triple exponential smoothing
Matrix Addition
ADSAM--Sample Main Program 179

Jllustrates use of:
MADD--matrix add
LOC--location in compressed-stored
matrix
Special sample subroutines are:
MATIN-~-matrix input 179
MXOUT--matrix output 180

Numerical Quadrature Integration

QDINT--Sample Main Program 182

Page

Tlustrates use of:
QSF--numerical integration by
Simpson's rule
Runge-Kutta Iniegration

RKINT--Sample Main Program 184

TIlustrates use of:

RK2--Runge-Kutta integration

Special sample function is:

FUN--definition of differential equation 184

Real and Complex Roots of Polynomial

SMPRT-~Sample Main Program 186

Hlustrates use of:

POLRT--redl and complex roots of
polynomial

Solution of Simultaneous Equations

SOLN--Sample Main Program 190

Hlustrates use of:
SIMQ--solution of simultaneous equations

LOC--location in compressed-stored
matrix

Special sample subroutines are:
MATIN--matrix input 190
MXOUT--matrix output 191

SAMPLE PROGRAM DESCRIPTION

The specific requirements for each sample program,
including problem description, subroutines, program
capacity, input, output, operating instructions, error
messages, program modifications, and timing, as
well as listings of data inputs and program results,
are given in the documentations of the individual
sample programs.

There are, however, several significant facts,
which apply to all these sample programs.

1. Data input to programs produced by 1130
FORTRAN is required to be right justified within a
field, even if the data includes decimal points. Only
leading blanks are permitted. _

2. All sample programs as distributed will run
on an 8K Model IIB with 1132 Printer and 1442 Card
Read Punch, Model 6 or 7. If the user has different
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card I/O devices, he must change the *IOCS card
and the first READ instruction of each sample pro-
gram to conform to his configuration.

3. All of the output format statements in the
sample main programs and the sample subroutines
specify the console typewriter as the output device.
However, the logical unit numbers for input and out-
put are optional. The first card of the sample prob-
lem data deck defines the input/output units for a
specific run, and is read from the principal card
reader by the sample main program. Format for
this card is as follows:

Column 2 contains the logical unit number for

output

Column 4 contains the logical unit number for

input

4. The IOCS card, included with each sample
main program, specifies three devices (CARD,
TYPEWRITER, 1132 PRINTER). The user should
include only those I1/0 devices employed by the pro-
gram, thus eliminating any unnecessary Monitor
subroutines.

5. Since core storage for the IBM 1130 Model II B
computer is 8K, only a limited number of the sample
programs have ample storage area for increases in
dimension statements. The majority of the programs
are now dimensioned so near maximum storage size
that any increases in the dimension would create
system overlays (SOCAL's) or would necessitate the
use of a LOCAL overlay area.

6. For each sample program given below, there
is a schematic diagram showing deck setup, This
schematic gives a general description of deck re-
quirements, Specific details pertaining to three
different situations should be understood. To fol-
low the discussion of the three cases for all sample
programs, consider Figure 10,

a, Initial run of a sample program under the
disk monitor system: All required moni-
tor control cards are distributed with
decks. K the deck setup given in Figure
10 is used, the final card of the routine
DASCR, the //XEQ card (which is a
monitor control card), should be taken
out of the routine DASCR and placed after
the *STORE card which has stored the
routine LOC on the disk. With this
change, DASCR will be compiled, stored
on disk (with all of its required routines),
and then will execute, After this initial
run is complete, the second case can be
considered (b, below).

b. After the initial run of a sample program
under the disk monitor system, following
runs can be made by using only the
//XEQ card and any required *LOCAL
cards, followed by data. This case
assumes that all routines are on the disk.
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¢. Running sample programs under Card
FORTRAN (1130-FO-001) (non-disk sys-
tem): All monitor control cards (see the
Application Directory) must now be re-
moved from decks. Using Figure 10,
consider that the labeled decks refer to
object programs which were previously
compiled using Card FORTRAN (C26-
3629). With this consideration, noting
the binary loaders and library required
as stated under "Object Deck Loading
Procedures' in the 1130 Card/Paper
Tape Programming System Operator's
Guide, and with decks in Figure 10 order,
DASCR will run,

NOTE: Remarks in (2) above about changes in
placement of //XEQ cards pertain also to any
required *LOCAL cards, which must succeed the
//XEQ cards,

A fourth situation may also be considered. If the
user has all subroutines stored on the disk, and
none of the sample problems are on the disk, then
any individual sample problem will run as it was
distributed in card form,

A LOCAL card, following the XEQ Monitor con-
trol card, allows the user todesignateall subroutines
to be loaded into a LOCAL overlay area on call at
execution time. For the function of SOCAL and the
use of LOCAL, the reader is referred to IBM 1130
Disk Monitor System, Version 2, Programming and

Operator's Guide (C26-3717). The sample programs

employ the LOCAL facility.

DATA SCREENING
Problem Description

A set of observations is read along with information
on propositions to be satisfied and limits on a se-
lected variable. From this input a subset is obtained
and a histogram of frequency over given class inter-
vals is plotted for the selected variable. Total,
average, standard deviation, minimum, and maxi-
mum are calculated for the selected variable., This
procedure is repeated until all sets of input data
have been processed.

Program

Description

The data screening sample program consists of a
main routine, DASCR, and six subroutines:

SUBST

TAB1 are from the Scientific Subroutine
Package

LOC



MATIN is a sample input routine
HIST is a sample program for plotting a
histogram
BOOL refer to subroutine SUBST
Capacity

The maximum size of matrix of observations has
been set at 1000 elements, the number of observa-
tions at 200, and the number of conditions at 21.
Therefore, if a problem satisfies the above condi-
tions, no modification to the sample program is
necessary. However, if the maximum sizes must
be increased, the dimension statements in the sample
main program must be modified to handle this par-
ticular problem. The general rules for program
modification are described later.

Input

One 1/0 Specification card defines input/output units
(see ""Sample Program Descriptions'',)

A parameter card with the following format must
precede each matrix of observations:

For Sample
Columng Contents Problem
1 -2 Blank
3 - 6 Up to four digit identification
code (numeric only) 0001
7 - 10 Number of observations 0100
11 - 14 Number of variables 0004

Matrix of Observations

Each matrix of observations must be followed by a
card with a 9 punch in column 1.

The condition matrix and bounds data are pre-
ceded by a parameter card containing the number
of conditions and the variable to be selected for
analysis:

For Sample
Columns Contents Problem
1-2 Number of conditions 02
3-4 Variable to be selected 03
UBO Vector

A card with an asterisk in column 1 must follow the
UBO vector. A blank card after the last set of input
data terminates the run.

Data Cards

1. The observation matrix: Data cards have
seven fields of ten columns each, starting in column
one. The decimal point may appear anywhere in a
field or may be omitted, if the number is an integer.
However, all numbers must be right justified even if
the decimal point is punched. The number in each
field may be preceded by blanks. All values for an
observation are punched consecutively and may con-
tinue from card to card. However, a new observation
must start in the first field of the next card.

2. The condition matrix (see description in the
subroutine SUBST): Each ten-column field contains
a condition to be satisfied. The first two columns
contain the variable number (right justified), the
third column the relational code, and the last seven
columns of each field a floating-point number. There
may be as many as seven conditions per card and a
total of three cards or 21 conditions.

3. The UBO vector (see description in the sub-
routine TAB1): The UBO vector is punched in three
fields of ten columns each as a floating-point number.

Deck Setup

The deck setup is shown in Figure 10.

Sample

A listing of input cards for the sample problem is
presented at the end of the sample main program.
Output

Description

The output consists of the subset vector showing
which observations are rejected (zero) and accepted
(nonzero), summary statistics for the selected vari-
able, and a histogram of frequencies versus inter-
vals for that variable.

Sample

The output listing for the sample problem is shown in
Figure 11,

Program Modification

Noting that storage problems may result, as pre-
viously discussed in "Sample Program Description',
program capacity can be increased or decreased by
making changes to the DIMENSION statement. In
order to familiarize the user with the program modi-
fication, the following general rules are supplied in
terms of the sample problem:

1. Changes in the dimension statement of the
main program, DASCR.

a. The dimension of array A must be greater
than or equal to the number of elements in
the observation matrix. For the sample
problems the value is 400.
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A = Matrix of observations Run

C = Condition matrix

The dimension of array C must be greater
than or equal to the number of conditions,
c times 3. For the sample problem this
product is 6 = 2 x 3.

The dimension of array S must be greater
than or equal to the number of observa-
tions, m. Since there are 100 observa-
tions in the sample problem the value of m
is 100.

The dimension of array R must be greater
than or equal to the number of conditions,
c. For the sample problem the value of
cis 2.

termination

Ast

UBO dat.

Data cards
for C

Parameter

2.

The dimensions of array FREQ and PCT
must be greater than or equal to the num-
ber of intervals for the selected variable.
For the sample problem this value is 20.

Insert the dimension size for A in the third

argument of the CALL MATIN statement (following
statement 24).

3. Subroutine BOOL can be replaced if the user
wishes to use a different boolean expression (see
description in subroutine SUBST). The boolean ex-
pression provided in the sample program is for both
conditions to be satisfied:

Blank card

erisk card

a

card for C

Card with ¢
in col. 1

Data cards
for A

Parameter
card for A

Figure 10. Deck setup (data screening)
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Last problem

1/0 Specification
card for A

T=R(l)*R ()

Asterisk card

UBO data

Data cards
for C

Parameter
card for C

Card with 9
in col. 1

First problem

Data cards
for A

Parameter
card for A

Subroutines and main program
(including system control cards)



DATA SCREENING PROBLEM 1 48 1.

4 1.
SUBSET VECTOR P
51 0.0
Aaif 52 1.
3 1.
. 1 1. 21
; 2 0.0 #01
: L 56 1.
4 1. 5T 1.
5 1. 58 1.
¢ 1. ss 1.
7 1. 6 1.
8 1. 61 1.
¢ 1. & 1.
10 1. e L
11 1. ek
12 0.0 o
13 1. i
14 1. & 1
15 0.0 A
16 1. o 1
17 1. $ 1
18 1. n o
19 1. L
20 1. LI o
21 1. nk
22 1. »
a3 1. e 1
24 1. Lo
25 0.0 LA o
26 1. LI
21 1. o
28 1. &8 i
28 1. o
30 1. 2 1
a1 1. 84 1.
2 1. 5 1.
33 1. e 1.
34 0.0 87 0.0
3% 1. 88 0.0
3% 1. e 1.
37 1. so 1.
38 1. a o
39 1. 2 i
40 1. = 1
41 0.0 2
42 1. % i
4 1. % 1
4“4 1. 87 1.
45 1. % 1
46 1. 99 1.
47 1. 100 1.

SUMMARY STATISTICS FOR VARIABLE 3
TOTAL = 14492.000 AVERAGE = 161.022 STANDARD DEVIATION = 19329 MINIMUM = 114.000 MAXIMUM = 225.000

HISTOGGRAM 1
FREQUENCY b 8 2 2 1 3 4 4 10 23 14 8 4 3 2 1 2 1 1 1 3

ol

N
LR X N N N N N R N X NN X R XXX R X
LA N RN R NN XX NNNN)

PRNWINONOW
*
*
LR X J
L X X X
LXK X X
[ E X R X X N X X N
LE N X N N N X
L N X ]
LE N}
»*
*
[ X N 2

o
-y
®
-]
-
(-]
-
[
[
N

INTERVAL 1 2 3 4 5
CLASS

13 14 15 16 17 18 19 20

END OF CASE

Figure 11, Output listing
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Operating Instructions

The sample program for data screening is a stand-
ard FORTRAN program. Special operating instruc-
tions are not required. Logical unit 2 is used for
input, and logical unit 1 is used for output.

Error Messages

The following error conditions will result in mes-
sages:

1. Reserved storage area is too small for matrix:
DIMENSIONED AREA TOO SMALL FOR INPUT
MATRIX. GO ON TO NEXT CASE.

2. Number of data cards does not correspond to
that required by parameter card: INCORRECT NUM-
BER OF DATA CARDS FOR MATRIX. EXECUTION
TERMINATED.

Error condition 1 allows the computer run to
continue. Error condition 2, however, terminates
execution and requires another run to process suc-
ceeding cases.

Sample Main Program for Data Screening - DASCR

Purpose:
Perform data screening calculations on a set of
observations.

Remarks:
I/ O specifications transmitted to subroutines by
COMMON.
Input Card:
Column 2 MX - Logical unit number for
output.
Column 4 MY - Logical unit number for
input.

Subroutines and function subprograms required:
SUBST
TAB1
LOC
BOOL
HIST
MATIN

Method:
Derive a subset of observations satisfying cer-
tain conditions on the variables. For this sub-
set, the frequency of a selected variable over
given class intervals is obtained. This is
plotted in the form of a histogram. Total,
average, standard deviation, minimum, and
maximum are also calculated.
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/7 FOR
*IOCSU(CARD, TYPEMRITER 2132 PRINTER)
#ONE WORD INFEGERS

SAMPLE MAIN PROGRAM FOR DATA SGREENING - DASCR DASTR 1
EXTERNAL 300 245CR 2
[ THE FOLLOWING DIMENSION MUST BE GREATER THAN OR EQUAL TO THE  DASCR 3
3 MAXIMUM NUMBER OF ELEMENTS OF THE OBSERVATION MATRIX. JASCR 4
DIMENSION A(1000) DASCR 5
[ THE FOLLOWING DIMENSION MUST BE GREATER THAN DR EQUAL TO FTHE  DASCR 6
[4 NUMBER OF CONDITIONS TIMES 3. DASCR 7
DIMENSION Cl63) DASCR 8
c THE FOLLOWING DIMENSION MUST 8E GREATER THAN OR EQUAL TO 3. DASCR ¢
DIMENSION UBD{3) DASCR 10
[ THE FULLUWING OIMENSION MUST BE GREATER THAN OR EQUAL TO THE  DASCR 11
[3 NUMBER UF OBSERVATIONS. DASCR 12
OIMENSION Sf200) DASCR 13
[ THE FOLLOWING OIMENSION MUST BE GREATER THAN OR EQUAL TO THE  DASCK la
c NUMBER OF CONDET [ONS. DASCR 15
GIMENSION R{21) UASCR 16
c THE FULLOWING DIMENSIONS MUST oE GREATER THAN UR EQUAL TO THE DASCR 17
< NUMBER OF INTERVALS FOR THE SELECTED VARIABLE. UASCR 18
DEMENSION FREQ{201,PCT{20) DASCR 19
c THE FOLLOWING DIMENSION MUST BE GREATER THAN DR EQUAL TO 5. DASLR 20
DEMENSION STATS(5) DASCR 21
COMMON MX 4 HY DASCR 22
L0 FORMAT(////23H DATA SCREENING PROBLEM,13) UASCR 23
11 FORMAT{//45H DIMENSIGNED AREA TOO SMALL FOR [NPUT MATRIX +14) DASCR 24
12 FORMAT(//21H EXECUT ION TERMINATED) DASCR 25
13 FORMAT{//43H INCURRECT NUMBER OF DATA CARDS FOR MATRIX ,14) DASCR 26
14 FORMAT(//19H GO ON TO NEXT CASE} DASCR 27
L5 FORMAT(//12H END OF CASE) DASCK 28
16 FORMATIT(F2.04F1.0:F7.0)) DASLR 29
17 FORMAT(3£10.0) 0ASCK 30
18 FORMAT(//14H SUBSET VECTOR.///) DASCR 31
19 FORMAT(16,F5.0} DASCR 32
20 FORMAT{////33H SUMMARY STATISTICS FUK VARIABLE I3} DASCR 33
21 FORMAT{//8H TOTAL =,F10.3,2X¢FHAVERAGE =,F10.3, 2Xs20HSTAND ARD UEVIDASCR 3
LATION =4F1063,2X; SHRINIMUN =,FLO43,2X, FHMAXIMUM =,F10.3) SCR 35
22 FORMAT(212) unsca‘ao
KC=0 DASCR 37
c READ 1/0 UNIT NUMBERS DASCR 38
READ{ 2y 22 1MX oMY DASCR 39
24 KC=KC+L DASCR 40
CALL MATINGICODA,1000,NOsNV MS, IERD VASCR 41
IF(N3} 25,50,25 DASCR 42
25 IF(IER=1) 40,3035 DASCR 43
30 WRITE{MX,11) [CUD OASCR 44
WRITE{MKy 14) DASCR 45
G0 TQ 24 DASCR 46
35 WRITE(MX,13) OASCR 47
uaxre(nx.xz; DASCR 48
6o 70 DASCR 49
40 READ(MV'ZZ)NC.NOVAR DASCR 50
JCENC*3 DASCR 51
READ(MY 1 1634CI1) 1= 1,400 DASCR 52
READ{NY 1 17){UBOII),1=1,3) UASCR 53
CALL SUBST(AsCyReBOOLSyNDsNVsNC) UASCR Se
WRITE{MX,16)KC UASCR 55
WRITE(MX,18) BASCR 50
DO 50 [=1,ND DASLR 57
50 WRITEIMA,19) 1,51} UASCR 58
CALL TABLUA¢SINUVAR1USS,FREQIPLT 1 STATS NOsNV) DASLR 59
WRITE[MX,20) NUVAR DASCR 6C
WRITE(MA, 2LIESTATS( 1) 1=y 5) UASCH ol
JZ=U804¢ 2) DASCR 62
CALL HIST(KC,FREQ,J2Z) VASLK 83
WRITE(MA,15) UASLR b4
GU TO 24 UASLR o5
ol sTOP UASCR b6
eND UASLR 67
/¢ DUP
#STURE WS UA DASCR
/7 XEw UASCR
12 1
000101000004 2
&4 173 12 3
26 72 170 8 “
32 n 154 16 5
el 68 129 10 6
50 65 192 9 7
63 75 203 12 8
29 70 122 16 9
28 64 136 13 10
52 7 147 1 11
16 67 153 18 12
X 68 165 9 13
72 70 178 10 16
53 71 205 14 15
21 65 219 12 16
49 &3 150 & 17
28 62 160 16 18
53 72 161 13 19
47 73 142 15 20
37 67 193 18 21
64 68 156 14 22
65 50 114 10 23
62 64 153 12 24
19 68 225 9 25
46 67 158 11 26
13 72 121 & 27
37 65 132 13 28
41 76 148 16 29
52 71 123 16 30
29 68 128 14 31
32 65 155 17 32
24 72 172 16 33
56 73 163 10 34
63 65 158 11 s
67 &9 146 2 36
58 66 171 s 37
41 &5 153 12 38
49 66 165 14 39
52 72 172 16 40
23 78 183 15 41
56 7 195 16 42
52 68 118 7 43
40 66 165 14 P
29 68 215 16 45
23 71 154 12 46
56 68 149 10 47
25 65 162 16 48
37 68 152 16 49
ag 70 159 15 50
41 69 137 14 81
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JE=JS+10C-1 MATIN 29
IFLIS-1319,19,17 MATIN 30 Program

LT JF=JS MATIN 31
[+ SET UP LODP FIR DATA ELEMENTS WITHIN CARD MATIN 32
19 00 30 JaJS,JE MATIN 33 .
1F{J-1COL}20,20,31 MATIN 34 Descrlptlon
20 CALL LBCUIROCR ,Js1J,IROW,1C0L,1S) MATIN 35
L=L+] MATIN 34
30 AtlIJ)=CaRrDIL]) MATIN 37
2 RoCR=TRoCR s 1 e The multiple linear regression sample program
35 fettsoaangense MRS consists of a main routine, REGRE, and five sub-
36 1COLT=1COLT~-] MATIN 62 .
37 GO 10 11 MATIN 43 routines:
38 READIMY(3)ICARD MATIN 44
IF ({ICARD-9) 39,40, 39 MATIN 45
39 IER=2 MATIN 46
- " e CORRE are from the Scientific
ORDER Subroutine Package
MULTIPLE LINEAR REGRESSION MINV
Problem Description MULTR
Multiple linear regression analysis is performed for DATA is a special input subroutine
a set of independent variables and a dependent vari- .
Capacity

able. Selection of different sets of independent vari-
ables and designation of a dependent variable can be
made as many times as desired.

The sample problem for multiple linear regression
consists of 30 observations with six variables as
presented in Table 2. The first five variables are
independent variables, and the last variable is the
dependent variable., All five independent variables
are used to predict the dependent variable in the
first analysis, and only second, third, and fifth
variables are used to predict the dependent variable
in the second analysis.

The capacity of the sample program and the format
required for data input have been set up as follows:

1. Up to 21 variables, including both independent
and dependent variables.

2. Up to 99,999 observations, if observations are
read into the computer one at a time by the special
input subroutine named DATA. If all data are to be
stored in core prior to the calculation of correlation
coefficients, the limitation on the number of observa-
tions depends on the size of core storage available
for input data.

3. (12F6.0) format for input data cards.

Therefore, if a problem satisfies the above con-
Table 2, Sample Data for Multiple Linear Regression ditions it is not necessary to modify the sample
program. However, if there are more than 22

“fariables N . A . .
variables, dimension statements in the sample main
Observation X X X3 Xs Xs Xs program must be modified to handle this particular
1 29 289 216 85 14 1 problem. Similarly, if input data cards are pre-
2 gg Zgi 544 92 16 2 pared using a different format, the input format in
3 46 90 18 2 . . .
3 30 313 239 91 10 0 the input subroutine, DATA, must be modified. The
5 35 243 275 95 30 2 general rules for program modification are described
6 35 365 219 95 21 2 lat
7 a3 396 267 100 39 3 ater.
8 43 356 274 79 19 2
9. 44 346 255 126 56 3
10 44 156 258 95 28 0 Input
11 44 278 249 110 42 4
12 44 349 252 88 21 1
13 44 141 236 129 56 1 o 4 . . .
14 44 245 236 97 24 1 One I/0 Specification card defines input/output units
15 45 297 256 111 45 3 " P
1o 45 310 262 94 20 > (see ""Sample Program Descriptions').
{;’, 32 ;57’3 gg; gg ig Z One control card is required for each proble.m
;3 3? 22‘3? %32 %g; g‘ll g and is read by the main program, REGRE. This
21 45 316 245 132 60 2 card is prepared as follows:
22 45 280 225 108 36 4
23 44 395 215 101 27 1
24 49 139 220 136 59 0 For Sample
25 49 245 205 113 37 4
26 49 373 215 88 25 1 Columns Contents _Problem
27 51 224 215 118 54 3
28 51 677 210 116 33 4
29 51 424 210 140 59 4 1-6 Problem number (may be SAMPLE
30 51 150 210 105 30 0 alphameric)
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For Sample

Columns Contents Problem
7 - 11  Number of observations 00030

12 - 13  Number of variables 06

14 - 15 Number of selection cards 02

(see below)

Leading zeros are not required to be keypunched,
but all numbers must be right-justified, even if a
decimal point is included.

Data Cards

Since input data are read into the computer one ob-
servation at a time, each row of data in Table 2 is
keypunched on a separate card using the format
(12F6.0). This format assumes twelve 6-column
fields per card.

If there are more than twelve variables in a
problem, each row of data is continued on the second

and third cards until the last data point is keypunched.

However, each row of data must begin on a new card.
Selection Card

The selection card is used to specify a dependent
variable and a set of independent variables in a
multiple linear regression analysis. Any variable
in the set of original variables can be designated as
a dependent variable, and any number of variables
can be specified as independent variables. Selection
of a dependent variable and a set of independent
variables can be performed over and over again using
the same set of original variables.

The selection card is prepared as follows:

For Sample
Problem
Selec- Selec-

Columns Contents tion 1 tion 2
5 -6 (the subscript numbers
(cont) of individual variables
are specified below)
7 - 8 1st independent variable 01 02
included
9 - 10 2nd independent variable 02 03
included
11 - 12 3rd independent variable 03 05
included
13 - 14 4th independent variable 04
included
15 - 16 5th independent variable 05
included
ete.

The input format of (3612) is used for the selec-
tion card.

Deck Setup

Deck setup is shown in Figure 12.

The repetition of the data cards following a selec-
tion card is dependent upon the option code for the
table of residuals. If the table is required (option
01), the data must be repeated; if the table is not
required (option 00), card G immediately follows
card E.

Sample

For Sample The listing of input cards for the sample problem is
Problem presented at the end of the sample main program.
Selec- Selec-
Columns Contents tion 1 tion 2 Output
1 -2 Option code for table of 01 01 Description
residuals
00 if it is not desired The out[..»ut (?f the sample program for multiple linear
regression includes:
01 if it is desired 1. Means
2. Standard deviations
3 -4 Dependent variable desig- 06 06 3. Correlation coefficients between the independ-
nated for the forthcoming ent variables and the dependent variable
regression Regression coefficients
Standard errors of regression coefficients
5 -6 Number of independent 05 03 Computed t-values

variables included in the
forthcoming regression

Intercept
Multiple correlation coefficients

@ -3 O G
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Selection
card
Data
rards
Selection
card
Data
cards

Selection
cards

Selection
card

Control
card

Last
problem

Selection
card

Control
card

Second problem

Control
card

1/0 Specification
Card

Figure 12. Deck setup (multiple linear regression)
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MULTIPLE REGRESSIONes e sSAMPLE

9. Standard error of estimate e meanesslons
10. Analysis of variance for the multiple

i VARTABLE STARDARD CORS T1O! .
regression or oty M A A T A T S St
11 Table of residuals (optional) 13 43213333 6052175 0428622 Ta01262 0.03634 Cu36172
.
2 3164186868 114442994 042189 Q00738 0400188 3096505
3 241480001 36443074 0411900 0401504 0400634 2436882
amp e 5 38413333 15.97589 00359412 0+04918 Co0b3al 1418762
DEPENDENT
Py > Ky . & 2226868 1041238
The output listing for the sample problem is shown in
Figure 13. INTERCERT -6.07935
MULTIPLE CORRELATION 0473875
STDs ERROR OF ESTIMATE 1.05161

Program Modification

ANALYSIS OF VARIANCE FOR THE REGRESSION

SOURCE OF VARIATLON DEGREES Sum OF HMEAN F VALUE
. OF FREEDCM SQUARES SOVARES
Noting that storage problems may result, as pre- i o semesson 5wt e s
. . . 1 . . " DEVIATION FROM REGRESSION 26 26454149 1410589
viously discussed in "Sample Program Description', roma 2 -
program capacity can be increased or decreased by
making changes in dimension statements. Inputf data T e e
in a different format can also be handled by providing
a specific format statement. In order to familiarize TABLE OF RESIDUALS
CASE KOs Y VALUE Y ESTIMATE RESiDUAL
the user with the program modification, the following : i R B
general rules are supplied in terms of the sample R - R
problem: LR R R
- B A
14 1400000 1.15307 ~0415307
1. Changes in the dimension statements of the R S 1 R v
main program, REGRE: 15 00000 Hetr 3503
program, . § onmwe  pewn o
a. The dimension of arrays XBAR, STD, D, 5 mems o n na
RY, ISAVE, B, SB, T, and W must be % e Lawm
27 3! 0 *27H46 0.722
greater than or equal to the number of 300 D gk uan
variables, m. Since there are six vari-
ables in the sample problem the value of HULTUPLE BEGRESSIONs s SANPLE
SELECTIONeswen 2
m is 6.
b. The dimension of array RX must be RS M STNOAD  GOMELATION  MEGKESSIN  SID EuRSH  Comured
NG CEVIATION X Vs Y COEFFICIENT QF REGaCOEF. T vALUE
greater than or equal to the product of P sleslsess  1iesszve cue218s sa0073 va0i72 wastTee
3 241.80001 36443074 0s11500 CaDl497T QaL0551 2071693

m x m. For the sample problem this s e mmes cosez owsser  woume eazeas
product is 36 = 6 x 6. ——

c¢. The dimension of array R must be greater
than or equal to (m + 1) m/2. For the
sample problem this number is 21 = (6+1) oo 0 T
6/2 . 7Dy ERROR OF ESTIMATE Leorze

ANALYSIS OF VARIANCE FOR Tri€ REGRESSION

6 2,26666 161258

SOURCE OF VARIATION DEGREES SUK OF MEAN F VALUE
OF FREEDOM  SQUARES SQUARES
ATTRIBUTABLE TO REGRESS [ON 2 31.19601 10439867 10413718
DEVIATION FROM REGRESSION 26 26467085 1.02579
TOTAL 29 57.86666
MULTIPLE REGRESSION.yass SAMPLE
SELECTIONaxaes 2

TABLE OF RESIDUALS
CASE N0 ¥ VALUE Y ESTIMATE RESIDUAL

1 1.00000 0.5906 0.40131
2 2400000 1488262 0411637
3 200000 2428819 ~0+26619
“ 000 08,9070 ~0+90703
5 2400000 1,99812 0,00187
6 0000¢ 5840 0.41892
7 3.00000 3.498358 -0445858
s 2400060 2423347 -0.23347
9 3.60000 2.85875 «0485075
10 000000 0498943 «0,98943
1 4400000 2451286 1.48745
12 1.00000 1.95925 ~0495925
n 1.00000 2,00998 ~1.04598
14 1400009 1.10725 «0410725
1 3.00000 2.919351 0408063
16 2400000 1.76338 ce23461
17 3,00000 2,54082 0ea3947
18 4400080 3436591 0463408
19 4400000 3.87961 0.32038
20 3400080 2485434 0434365
a1 4400000 3.70045 0429954
22 4480000 188528 218371
23 1.00000 2.0689¢ ~1.06899
2 0e00000 193640 ~1495640
23 400600 1.34019 2085980
28 1.00000 1.79816 ~0,79816
21 3.00000 2,26842 0475488
ae #200000 acal26e =0041268
29 4400000 3492877 9,07423
30 9s30000 0433331 =0.33331

Figure 13. Output listing
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2. Changes in.the input format statement of the
special input subroutine, DATA:
Only the format statement for input data may be
changed. Since sample data are either one-,
two-, or three-digit numbers, rather than using
six-column fields as in the sample problem,
each row of data may be keypunched in six 3-
column fields, and, if so, the format is changed
to (6F3.0).

The special input subroutine, DATA, is normally
written by the user to handle different formats
for different problems. The user may modify
this subroutine to perform testing of input data,
transformation of data, and so on.

Operating Instructions

The sample program for multiple linear regression
is a standard FORTRAN program. Special operating
instructions are not required. Logical unit 2 is used
for input, and logical unit 1 is used for output.

Error Messages

The following error conditions will result in
messages:

1. The number of selection cards is not speci-
fied on the control card: NUMBER OF SELECTIONS
NOT SPECIFIED. JOB TERMINATED.

2. The matrix of correlation coefficients is
singular: THE MATRIX IS SINGULAR. THIS SE-
LECTION IS SKIPPED. '

Error condition 2 allows the computer run to con-
tinue; however, error condition 1 terminates execu-
tion of the job.

Sample Main Program for Multiple
Regression - REGRE

Purpose:
(1) Read the problem parameter card for a
multiple regression, (2) Read subset selection
cards, (38) Call the subroutines to calculate
means, standard deviations, simple and multiple
correlation coefficients, regression coefficients.
T-values, and analysis of variance for multiple
regression, and (4) Print the results.

Remarks:
The number of observations, N, must be greater
than M+1, where M is the number of variables.
If subset selection cards are not present, the
program can not perform multiple after return-
ing from subroutine MINV, the value of deter-
minant (DET) is tested to check whether the
correlation matrix is singular. If DET is com-
pared against a small constant, this test may
also be used to check near-singularity.
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I/O specifications transmitted to subroutines by
COMMON.
Input card:
Column 2 MX - Logical unit number for
output.
Column 4 MY - Logical unit number for
input.

Subroutines and function subprograms required:
CORRE (which, in turn, calls the subroutine
named DATA)
ORDER
MINV
MULTR

Method:
Refer to B. Ostle, 'Statistics in Research’,
The Iowa State College Press’, 1954, Chapter 8.

/7 FOR
*10CSICARD»TYPEWRITER»1132 PRINTER)
¢ONE WORD INTEGERS

[ SAMPLE MAIN PROGRAM FOR MULTIPLE REGRESSION - REGRE REGRE 1
< THE FOLLOWING DIMENSIONS MUST BE GREATER THAN UR EQUAL TO THE REGRE 2
c NUMBER OF VARIABLESsMe REGRE 3

DIMENSION XBAR(21)eSTD{21) D21} sRYI21101SAVE(2]1)9B(21) REGREMO]

1SBL21)eT(210 0wl 210 REGREMO2

4 THE FOLLOWING DIMENSION MUST BE GREATER THAN OR EQUAL TO THE  KEGRE 6
c PRODUCT OF MM, REGRE 7
DIMENSION RX{441) REGREMU3
< THE FOLLOWING DIMENSION MUST BE GREATER THAN OR EQUAL TO REGRE 9
< (M+119M/24 REGRE 10
DIMENSION R{231} REGREMO&
< THE FOLLOWING DIMENSION MUST BE GREATER THAN OR EQUAL TO 10s  REGRE 12
DIMENSION ANS(101 REGRE 13
COMMON  MX oMY REGRE 14
READ (215 1MXsMY REGRE 15
15 FORMAT(212} REGRE 16
1 FORMAT{A4+A2915+212) REGRE 17
2 FORMAT{////25H MULTIPLE REGRESSIONssesaA%sA2//6Xs1eHSELECTIONsossoREGRE 18
112/7) REGRE 19
3 FORMAT{//9H VARIABLE»5Xs4HMEAN16XsBHSTANDARD 16X +1 1HCORRELATIONs4X s REGRE 20
110HREGRESSIONs4 X1 10HSTDs ERROR+5X s BHCOMPUTED/6H  NOs+18XsOMDEVIATREGRE 21
210N+ 7X16HX VS YeTXs11HCOEFFICIENT »3X012HOF REGeCOEF s 93X+ THT VALUEIREGRE 22
& FORMAT(/s14+6F1645) REGRE 23
5 FORMAT(//410M DEPENDENT? REGRE 26
& FORMAT(///10H INTERCEPT»13XsF1345//23H MULTIPLE CORRELATION oF134REGRE 25
15//23H STDe ERROR OF ESTIMATEsF1345//) REGRE 26
7 FORMAT{//+21X+39HANALYSIS OF VARIANCE FOR THE REGRESSION//5Xs19HSOREGRE 27
1URCE OF VARIATIONs7X»7HDEGREESTKs6HSUM OF 1 LOX94HMEAN 13X e THF VALUREGRE 28
2E/30%+10HOF FREEDOMs&X s THSQUARES » 9X s THSQUARES REGRE 29
8 FORMAT(/30M ATTRIBUTABLE TO REGRESSION  +1693F1645/30n DEVIATION REGRE 30
1FROM REGRESSION +1692F1645) REGRE 31
9 FORMAT(/S5XeSHTOTAL +29Xs163F1645) REGRE 32
10 FORMAT(3612) REGRE 33
11 FORMAT(/s15X+18HTABLE OF RESIDUALS//9H CASE NOes5XsTHY VALUEs5Xe+10REGRE 36
IHY ESTIMATE ¢6Xy8HRESIDUAL) REGRL 35
12 FORMATLI61F15¢5+2F 14450 REGRE 34
13 FORMAT(////53H NUMBER OF SELECTIONS NOT SPECIFIEDs JOB TERMINATEODREGRE 37
. GRE 38
14 FORMAT(//52H THE MATRIX 1S SINGULAR. THIS SELECTION IS SKIPPEDs) REGRE 39
C READ PROBLEM PARAMETER CARD REGRE 40
100 READ IMYel) PRePRLINSMINS REGRE 1
4 PReseessss s PROBLEM NUMBER (MAY BE ALPHAMERIC) REGRE 42
C PRlsvessssPROBLEM NUMBER (CONTINUVED! REGRE &3
< +o sNUMBER OF OBSERVATIONS REGRE &4
c Moo o+ sNUMBER OF VARIABLES REGRE &5
< NSeessssssNUMBER OF SELECTIONS REGREL 46
1020 REGRE 47
x2040 REGRE &8
CALL CORRE (NsMsIO¢XsXBARsSTDsRXsRsDeBT) REGREL &3
4 TEST NUMBER OF SELECTIONS REGRE 54
IF(NS) 108+ 108 109 REGREL 51

108 WwRITE (MX913)

GO TO 300

109 DO 200 [=1sNS
WRITE (MXs2) PRsPRIsI
READ SUBSET SELECTION CARD
READ (MYs10INRESINDEPsK s { ISAVELJ) s dml ek}
NRESIeesesOPTION CODE FOR TAHLE OF RESIDUALS
© 1F 1T IS NOT DESIRED.
1 IF IT 15 DESIRED,
NDEPesses e DEPENDENT VARIAHLE
KesssesoeoNUMBER OF INDEPENDENT VARIABLES INCLUDED
I5AVEesessA VECTOR CONTAINING THE INDEPENDENT VARIABLES
INCLUDED

n

laXaXalaXaXaXa)

CALL ORDER (MsRsNDEPsKs]1SAVE+RXsRY}
CALL MINV (RXoKsDETsBsT)
[ TEST SINGULARITY OF THE MATRIX INVERTYED
IFIDET) 112+ 110, 112
110 WRITE (MXsl&}
G0 TO 200

112 CALL MULTR (NsKeXBARsSTDIDsRXORY e ISAVEsBsSBeTsANS )
4 PRINT MEANSs STARDARD DEVIATIONSs INTERCORRELATIONS BETWEEMN
C X AND Yo REGRESSION COEFFICIENTSs STANDARD DEVIATICNS OF
[ REGRESSION COEFFICIENTSy AND COUMPUTED ToVALUES
MMeK+]
WRITE (MXe3)
0O 115 Jalex
LalSAVELJ)
115 WRITE (MXs&a) LeXBARIL)ISSTOIL)IoRY(J)eBLIISBIIISTII)
WRITE tMXe5)
L=ISAVE(MM)
WRITE (MXe4) LaXBARIL)eSTOIL)
< PRINT INTERCEPT» MULTIPLE CORRELATION COEFFICIENT« AND
C STANDARD ERROR OF ESTIMATE

WRITE (MXe6) ANS{1)sANSIZ219ANSI3)

K



C PRINT ANALYSIS OF VARIANCE FOR THE REGRESSION KEGRE 86 SAMPLE INPUT SUBROUTINE - DATA

WRITE (MXe7} REGRE 37
L=ANS(B? REGRE 88 PURPOSE
:‘::‘IE (MXs8) KeANS(L) sANSIE) sANSI10) sLeANSI7)9ANS (S REGRL 89 READ AN UBSERVATIOK (N DATA VALUES) FRON INPUT DEVICE.
SUM= ANS (41 #ANS(T1 REGRe 90 THIS SUBROUTINE IS CALLED BY THE SUBROUTINE CORRE AND MUST
(Mu"\ WRITE (Hx.9lv LoSuM REGre 91 BE PROVIDED BY THE USER. IF SIZE AND LOCATICGN OF DATA
\ IFINRESI?! 2C0s 200s 120 z:g:": :; :‘I“E’tll):el:ssglFFERE'ﬂ FROM PROBLENM TO PROBLEM, THIS SUB~
'« ¢ - m‘;:{:; ;:2:592; ?ESIDUALS RECRE 40 BE RECOWPILED WITH A PROPER FORMAT STATEMENT.
w +21PRIPRI Y RECKE 95 USAGE
WRITE (MXe3l) REGRE 9
MMz 1 SAVE (K+1} w&cnt 9‘; CALL DATA tH,D)
DO 140 Il=ley REGR: 98 OESCRIPTION OF PARAMETERS
EA::&;:M"-“ REGRE 99 M - THE NUMBER OF VARIABLES IN AN OBSERVATION.
U 1 REGRz13C D -.OUTPUT VECTOR OF LENGTH M CONTAINING THE GBSERVATION
00 130 J=1sK REGRz101 DATA.
LaISAVE(J) REGRE102
130 :g::su:«;::n.;-aul REGRL133 REMARK S
=ML =Sy REGR= 104 THE TYPE OF CONVERSION FI
160 WRITE (MXo127 Ilswise:ssuveREST R’;:R';l'.:ﬁ EITHER £ OR Eo SPECIFIED IN THE FORMAT MUST BE
220 EONYINUE RESRE 106
90 To 100 HiGNE1ST SUBROUTINES AND FUNCTION SUBPROGRAMS REQUIRED
306 5129 REGRE1SY KONE
E AelRzicd
SUBROUTINE DATA (M,D)
DIMENSION D{1) ) Pty H
COMMON MX MY DATA 3
1 FORMATI(12F6.0} Da
[4 READ AN DBSERVATION FROM INPUT DEVICE. DA;: :
12 . READ (MY,1) (D(I},I=1,M) DATA &
SAMPLED00300602 2 RETURN ISR
29 289 216 8% 14 1 3 END DaTa A
30 391 244 92 16 2 &
30 424 246 90 18 2 5
30 313 239 91 10 o 6
s 243 218 93 30 2 7
35 368 216 95 2l 2 8
43 396 267 100 39 3 )
43 336 274 79 19 2 10
&4 346 258 126 %6 a 11
a4 186 258 95 28 o 12
as 278 349 110 42 & 15 POLYNOMIAL REGRESSION
a4 349 282 88 21 1 14
as 141 236 129 56 1 15
a4 245 236 :Z 24 1 16 bl
48 297 256 1 45 3 17 i i
P n Problem Description
4! 151 33 96 35 3 19
45 370 387 88 18 & 20
“% 379 198 147 64 & 21 . .
45 463 208 108 31 3 22 Powers of an independent variable are generated to
3] 316 248 132 60 4 23
45 280 2285 108 36 4 24 al i i i 1
g om R or 2 calculate polynomials of successively increasing
49 129 220 136 59 0 26 : : : :
I 2 degrees. If there is no reduction in the residual
49 373 5 ms 25 28 .
o2z 25 Hs M 3 29 sum of squares between two successive degrees of
L] 877 0 6 33 o 30
51 426 210 140 8% 4 31 olynomials i
314z 2ol s 2 polyn , the program terminates the problem
0106030102030405 33 i 3 3
030102030405 . 4 1 3 before completing the analysis for the highest degree
30 391 268 92 1s 2 35 : e
39 436 246 %0 18 2 e polynomial specified.
FO A A I 3 The sampl blem fi lyn 1
. 35 243 273 93 30 2 28 e oblem fo: i i
18 365 219 95 21 2 s ple pr T polynomial regression
43 396 267 100 39 3 40 i 7 3
43 3% 267 100 39 3 b consists of 15 observations, as presented in Table 3.
&4 46 258 126 56 3 62 3 : 1P .
e W N w o a a2 The highest degree polynomial specified for this
44 278 249 110 42 & 44 .
a6 a9 252 a8 2l 1 45 problem is 4.
4s 141 236 129 86 1 46
a6 248 236 97 26 1 47
45 297 256 111 45 3 %8
48 310 282 94 20 2 49
45 181 339 96 35 3 50
45 170 357 a8 15 L3 51
a8 379 198 147 & 4 a2
o5 es3 206 108 31 3 53 Table 3. Sample Data for Polynomial R i
48 316 245 132 &0 4 54 egression
4% 280 225 108 36 & 55
s 398 215 101 27 1 56
49 139 220 136 59 ] 57
49 265% 205 113 37 4 58
49 373 215 88 25 1 59
51 224 215 118 54 3 60 X Y
81 877 210 116 33 4 &)
51 426 210 a0 59 4 62
s1 150 210 105 30 0 83
010603020308 64
29 289 216 85 14 1 65 1 10
30 391 244 92 le 2 66
30 26 246 90 18 2 67 2 16
30 313 239 91 10 0 68
35 243 2718 95 30 2 69
33 363 219 9% 21 2 70 3 20
3 396 267 160 39 3 71
43 33 274 19 19 2 72 4 23
b4 ub 258 126 56 3 73
46 156 258 95 28 0 T4 5 2 5
a5 278 249 110 42 4 75
44 349 252 88 21 1 76
as 141 236 129 %6 1 77 6 26
44 245 238 97 24 1 78
4% 297 §56 111 45 3 19 7 30
48 310 62 9% 20 2 80
. 45 151 335 96 35 3 81 8 36
45 370 357 as 15 L3 82
48 379 198 147 64 4 83 9 4 8
11 463 206 108 31 3 84
4% 316 245 132 60 & a3
45 280 223% 108 36 L3 (13 10 62
b4 398 215 101 27 1 87
45 135 220 136 %9 0 88 11 78
49 745 205 113 37 4 89
49 373 215 88 25 1 90 12 94
51 226 215 118 s 3 91
51 877 210 116 33 4 92
51 424 210 140 59 L 93 13 107
51 150 210 105 30 0 54 14 118
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Program
Description

The polynomial regression sample program consists
of a main routine, POLRG, and five subroutines:

GDATA

ORDER are from the Scientific Subroutine

MINV Package

MULTR

PLOT is a special plot subroutine
Capacity

The capacity of the sample program and the format
required for data input have been set up as follows:

1. Up to 50 observations

2. Up to 6th degree polynomials

3. (2F 6.0) format for input data cards

Therefore, if a problem satisfies the above con-
ditions it is not necessary to modify the sample
program. However, if there are more than 60 ob-
servations or if greater than 7th degree polynomial
is desired, dimension statements in the sample
main program must be modified to handle this par-
ticular problem. Similarly, if input data cards are
prepared using a different format, the input format
in the sample main program must be modified. The
general rules for program modification are de-
scribed later.

Input

1/0 Specification Card

One control card is required for each problem and
is read by the main program, POLRG. This card
is prepared as follows:

For Sample
Columns Contents Problem
1-6 Problem number (may be
alphameric) SAMPLE
7 - 11 Number of observations 00015
12 - 13 Highest degree polynomial
to be fitted 04

152

For Sample

Columns Contents Problem
14 Option code for plotting Y
values and Y estimates: 1

0 if it is not desired
1 if it is desired

Leading zeros are not required to be keypunched;
but numbers must be right-justified in fields.

Data Cards

Since input data are read into the computer one ob-
servation at a time, each pair of X and Y data in
Table 3 is keypunched in that order on a separate
card using the format (2F 6. 0).

Plot Option Card

A card containing b12...9 (blank followed by num-
bers 1 through 9) in columns 1 to 10 is necessary
after each set of data if plotting is required (option
1). If plotting is not required (option 0), this card
must be omitted.

Deck Setup
Deck setup is shown in Figure 14,

Sample

The listing of input cards for the sample problem is
presented at the end of the sample main program.

Output

Description

The output of the sample program for polynomial
regression includes:

1. Regression coefficients for successive degree
polynomial ‘

2. Analysis~-of-variance table for successive
degree polynomial

3. Table of residuals for the final degree poly-
nomial (included with plot)

4. Plot of Y values and Y estimates (optional)

Sample

The output listing for the sample problem is shown
in Figure 15.

8



Plot option

card
/-
Control
card Last
° problem
[ ]

Plot option
card

Data
Cards

Control

card
Second problem

Plot Option
Card

Data
Cards

Control
Card

First problem

I/O Specification
card

MULTR

( MINV

T

ORDER

Subroutines and main program

GDATA (including system control cards)

PLOT

POLRG

Figure 14. Deck setup (polynomial regression)
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Program Modification

EOLNONIAL PECATSIITNSo s s cSAVPLE

Noting that storage problems may result, as previ-

ously discussed in '""Sample Program Description",

program capacity can be increased or decreased by e

making changes in dimension statements. Input data

in a different format can also be handled by providing oot o seme ror 1 et s

a specific format statement. In order to familiarize

the user with the program modification, the follow-

ing general rules are supplied in terms of the sample

problem: oo s e e 2
1. Changes in the dimension statements of the e e

main program, POLRG: R

a. The dimension of array X must be greater

weAEs OF oRsERVATISN 13

PoLTNOMIAL REGRESSION OF DEGREC 1

S0uRCE o7 vaKTATION DEGREE 0F P veaw
htEnom Soukes scuawe vt

' 2esseazmay zamteansze et
2 19Nl slieiese
22823132627

ANALYSES OF VARIANCE FOR 7 DEGHEE POLYNOWIAL

IPPNOYLRENT In Tewws
U S oF SuAKES

SauRge o8 variation oeaees of sum oF wehn
Extioon Savaes Sauixe

than or equal to the product of n (m + 1), v S .
where n is the number of observations and B e
m is the highest degree polynomial to be soreeta stantssien 3 cegset 3

Iatescent 1hes2308

fitted. Since there are 15 observations
and the highest degree polynomial speci~
fied is 4, the product is 75 = 15 (4 + 1).

b. The dimension of array DI must be greater
than or equal to the product of m x m.
For the sample problem this product is

AEGRESSIon Cansr ICIENTS
S3AI0T D.9Tbel -0.02e08

ANALYSIS OF VARIANCE KON 3 DEGAEC POLTNOMIAL

saiation oEgee oe (MoAGYLNRAT I Thixs
Vao GF UM P Stuans

PRI wvorne

7 aegarssion 1

SnLTNGITAL RLGATISION OF DEGREE

16 =4 x 4.
¢. The dimension of array D must be greater S I

than or equal to (m +2) (m+ 1)/2 For Antvses o0 vaRLRACE Fe  BELKES baLraouIsL

the sample problem this number is e EEL e e T

15 = (4 +2) (4 +1)/2. W e 3 THEE TR e

d. The dimension of arrays B, E, SB, and T
must be greater than or equal to the high-
est degree polynomial to be fitted, m.
For the sample problem the value of m is
4.

e. The dimension of arrays XBAR, STD,
COE, SUMSQ and ISAVE must be greater
than or equal to (m + 1). For the sample
problem this value is 5 = (4 + 1).

f. The dimension of array P must be greater
than or equal to 3n. For the sample prob- .
lem this value is 45 = 3(15). The array P I
is used when a plot of Y values and Y . s
estimates is desired. -
2. Changes in the input format statement of the
main program, POLRG: s
Only the format statement for input data may e n
be changed. Since sample data are either =
one-, two-, or three-digit numbers, rather
than using six-column fields as in the sample N
problem, each row of data may be keypunched = .. .
in two 3-column fields, and if so the format
is changed to (2F 3.0). -

1®

I P T Aulvs anedess  Buswile Rleism hened DR adfeweor

Figure 15. Output listing
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Operating Instructions

W The sample program for polynomial regression is a

- standard FORTRAN program. Special operating in-
structions are not required. Logical unit 2 is used
for input, and logical unit 1 is used for output.

Sample Main Program for Polynomial Regression -
R POLRG

Purpose:
(1) Read the problem parameter card for a
polynomial regression, (2) Call subroutines to
perform the analysis, (3) Print the regression
coefficients and analysis of variance table for
polynomials of successively increasing degrees,
and (4) Optionally print the table of residuals
and a plot of Y values and Y estimates.

Remarks:
1/0 specifications transmitted to subroutines
by COMMON.
Input card:
Column 2 MX - Logical unit number for
output.
Column 4 MY - Logical unit number for
P input.
The number of observations, N, must be
greater than M+1, where M is the highest de-
gree polynomial specified. If there is no re-
duction in the residual sum of squares between
two successive degrees of the polynomials, the
program terminates the problem before com-~

pleting the analysis for the highest degree poly-
nomial specified.

Subroutines and function subprograms required:
GDATA

ORDER

MINV

MULTR

PLOT (A special PLOT subroutine provided
for the sample program.)

Method:

Refer to B. Ostle, 'Statistics in Research’,

The Iowa State College Press, 1954, chapter
6.

/4 FOR
#JOCSICARDPTYPEWRITERS1132 PRINTER)
#ONE WORD INTELGERS

[4
<
C
<

nn

~nn

n NN

Ratala)

n

Y aXakatatataka)

nn

SAMPLE MAIN PROGRAM FOR POLYNOM]AL REGRESSION = PULRG

POLRG 1
THE FOLLUWING DIMENSION MUST BE GREATER THAN OR EQUAL 1O THE  POLRG 2
PRODUCT UF Ne(M+1), WHERE N 1S THE NUMBER OF OBSERVATIONS AND POLRG 3
M IS THE MIGHEST DEGREE POLYNOMIAL SPECIFIEDs POLRG &

DIMENSION X350} POLRGMOL
THE FOLLOWING DIMENSION MUST BE GREATER THAN OR EGUAL TO THE  POLRG 6
PRODUCT OF M#Me POLRG 7

DIMENSION DI(361 POLRGMOZ
THE FOLLOWING DIMENSION MUST BE GREATER THAN OR EGUAL TO POLRG &
(M+2101Me11/2, POLRG 1C

DIMENSION D(28) POLRGMU3
THE FOLLOWING DIMENSIONS MUST BE GREATER THAN OR EQUAL TO M,  POLRG 12

DIMENSION B16}+SBI6) sTL61ELSD POLRGMU
THE FOLLUWING DIMENSIONS MUST BE GREATER THAN OR EQUAL TU POLRG 14
(Mell, POLRG 15

DIMENSION XBAR(T}sSTDITHeCOE(T I eSUMSELT) s [SAVELT) PULRGMUS
THE FOLLOWIN CIMENSION MUST BE GREATER THAN OR EGUAL TO 1. PULRG 17

DIMENSION ANS(10) POLRG 18
THE FOLLOWING DIMENSION wiLlL BE USED IF THME PLOT OF OBSERVED  PULRG 19
DATA AND ESTIMATES 1S DESIREDe THE SI2E OF THE DIMENSIONs IN  POLRG 20
THIS CASEs MUST BE GREATER THAN OF EQUAL TO N#3. OTHERWISE, POLRG 21
THE SIZE OF OIMENSION MAY BE SET TO 1. POLRG 22

CIMENSION PU150} POLRGMUG

COMMON MX MY POLRG 24

1 FORMAT(A4sA2+15+12511) POLRG 25
2 FORMATI2F6,0} POLRG 26
3 FORMATU////27TH POLYNOMIAL REGRESSIONesssssA43AZ/) PULRG 27
4 FURMAT(/723H NUMBER OF OBSERVATIONS16//) PULRG 28
5 FORMAT(//32M4 POLYNOM[AL REGRESSION OF DEGREEsI3) POLRG 29
6 FORMAT(//12H  INTERCEPTsF15e5) POLRG 30
7 FORMAT(//26M  REGRESSION COLFFICIENTS/(10F12451) POLRG 31
8 FORMAT(///26Re26MANALYSIS CF VARIANCE FORs16s19H DEGREE POLYNOMIAPULRG 32
s PULRG 33
9 FORMAT(///45Xs19HSOURCE OF VARIATIUNsTXes9HDEGREE UFsT7Xs6HSUM OF s  PULRG 34
19X s 4HMEAN # 10K s 1HF 19X+ 20H IMPROVEMERT [N TERMS/33Xs THFREECOMsEX s BuLRe 35
2THSQUARES s 7X +6HSTUARE s TX # SHVALUE +8X ¢ 1THOF SUM UF SQUARES! POLRG 36
10 FORMATI//20M DUE Tu REGRESSIJNI12Xs160F1T4b0Flbe5sF13e50F2045)  PULRG 37
11 FORMAT(32H  DEVIATICA A3UUT HEGRESSIUN  sTEsF17¢54F 14451 PULRG 38
12 FURMATIBX9SHTOTAL»19xel60F17e3/ 1/} PuLro 39
13 FORMAT{//17H NC IVHRUVEMENT Y PULRG 40
16 FORMAT(///7/27Xs18HTABLE UF HESTDUALS//15r OB3EnVATION NDss5Xs7mr VRLCLRG &l
LALUE s TXsTHY VALUESTX9I0HY SSTIMATE «7Xs8nRESIDUALY) PULRG «2
15 FORMAT(//43Xe16+F1Be5eF1ee5sF1Te50F15¢5) BULRS 43
16 FORMATI212) PULRS 4

READ(Z 16 1MR MY FULRU &5
READ PRUBLEM PARAMETER CARD HILRG 6b

100 READ (MY,1) FRaPRISNGMINPLOT Pulio @7
PRoeeoPROBLEM NUMBER (MAY HE ALPHAMERICI PULRG 43

+PROBLEM NUMBER {CONTINUED) PULRS 4y
sesesNUMBER OF OBSERVATIONS POLRG 5y
MeseosHIGHEST DEGREE POLYNOMIAL SPECIFIED PLLRG 51
NPLOT,OPTION CODE FOR PLOTTING POLRG 52
0 1IF PLOT IS NOT DESIRED. PULRG $3

1 IF PLOT 1S5 DESIREDe POLRG 56

PRINT PROBLEM NUMBER AND N POLRG 55

WRITE (MXs3) PRsPR1 PULRG 56

WRITE IMXeh) N PLLRG 57
READ IRPUT DATA PGLRG 54

LaNem FOLRG 59

0O 110 Im3sN POLRG 60

Jatel POLRG 61
XCI) 1§ THE INDEPENDENT VARIABLEs AND X{J! 1S THE DEPENDENT POLRG 62
VARIABLE. POLRG 63

110 READ "(MYs2) XUI)oXid) PULRG 64

CALL GDATA (NsMsXeXBAReSTDsDsSUMSQ} POLRG 6%

MMEM+1 POLRG 66

5uM=040 POLRG 67

NTeN=1 POLRG 68

DO 200 I=1sM POLRG &9

1SAVE(f el POLRG 70
FORM SUBSET OF CORRELATION COEFFICIENT MATRIX PULRG 71

.CALL ORDER {MMsDsMMs1sISAVESDISE) POLRG 72
INVERT THE SUBMATRIX OF CORRELATION COEFFICIENTS POLRG 73

CALL MINV (DI+IsDETsBsT}H POLRG T4

CALL MULTR (NsIsXBAR+STD»SUMSQIDI+Es 1SAVESBeSBeTIANS) POLRG 75
PRINT THE RESULT OF CALCULATION PULRG 76

WRITE (MXeS} I PULRG 77

IFCANS17) 116041300130 POLRGMOT

130 SUMIPSANS{4)}=SUM PULRGMOB

IF(SUMIP] 140s 140+ 150 PULRG 79

160 WRITE(MXs13) PILRG 80

GO TO 210 POLRG 81

150 WRITE(MXe6)ANS(1) PULRG 82

WRITE (MXe7} (BUJ)ed=1s]) POLRG 83

WREITE (MXs8) 1 PULRG 84

WRITE (MXs91 FOLRG 85

SUMBANS (&) POLRG 86

WRITE (MXs10) IsANSIG)eANS(6)sANS(10}sSUMIP PULRG 87

NI=ANS(8} PULRG 88

WRITE (MXell) NIsANS(71sANS(9) PULRG 89

WRITE (MXe12) NTaSUMSQIMM} POLRG 90
SAVE COEFFICIENTS FOR CALCULATICN OF Y ESTIMATES POLRG 91

COEL1)=ANS{1) “OLRG 92

00 160 J=l4l POLRG 93

160 COE(J*11w8B1J) PULRG 94

LAsl PCLRG 95

200 CONTINUE POLRG 96
TEST wWHETHER PLOT 15 DESIRED POLRG 97

210 IF(NPLOT} 100s 100, 220 POLRG 94

CALCULATE ESTIMATES PULRG 99

220 NP3=N+N POLRG100

DO 230 I=1lsN PULRG1O1

NP3=NP3+] PULRGLD2

PINP3)=COE(D) POLRGLU3

Skl

DO 230 J=lslA

PINP3) =P (NP3)+XILI#COELI+1) PULRGI06

230 LsL+N zgtﬁgig;

Nz.gopv OBSERVED DATA puLnsloy

PoLRGI1L

0 240 IsleN

gll)-xlxl POLRGLL2Z

N2=N2+1 PULRGL13

L+l POLRG1 1t

260 PIN2)wXIL) POLRG115

PRINT TABLE OF RESIDUALS PULKGL1G
WRITE (MXe3)} PRsPR1 PULRGILT
WRITE (MXe5) LA PULRG118
WRITE (MXslé) POLRG119
NP2aN POLRGI20
NP3sNeN POLRG121
00 250 1=l4N POLKG122
NP2aNP2+l POLRG123
NP3sNP3el POLRGL 24
RESID=P (NP2} =P (NP3} POLRG125

Appendix D — Sample Programs 155



250 WRITE IMXe15) 1sPil)sPINP2IsPINPI}WRESID

CALL PLOT {(LAsPsN934+Dsl) 'P’g:::g}§61

GO TO 100 POLRG126

END POLRG129

12 1
SAMPLE00015041 2
10 3

2 16 M

3 20 5

& 23 6
T M

& 26 8

7 30 ?

8 36 10

9 a8 11

10 62 12

11 78 13

12 94 14

13 107 1%

1% 18 16

15 127 17
123456789 18

" SUBROUTINE PLOT

PURPOSE
PLOT SEVERAL CROSS-VARIABLES VERSUS A BASE VARIABLE

USAGE
CALL PLOV (NO¢AgNsMeNLoNS)

DESCRIPTION OF PARARETERS

ND - CHART NUMBER (3 DIGITS MAXINUM)

A~ MATRIX OF OATA TO BE PLOTTED. FIRST COLUMN REPRESENTS
BASE VARIABLE AND SUCCESSIVE COLUMNS ARE THE CROSS—
VARTABLES (MAXINUM IS 9).

NUMBER OF RQNS IN MATRIX A

NUKBER OF COLUKNS IN MATRIX A {EQUAL TO THE TOTAL
NUMBER OF VARIABLES). MAXIMUM IS 10. !
NUMBER OF LINES IN THE PLOT. IF 0 IS SPECIFIED, 50

; xx
I

LINES ARE USED.
NS - CODE FOR SORTING THE BASE VARIABLE DATA IN ASCENDING
ORDER
0 SORTING IS NOT NECESSARY (ALREADY IN ASCENDING
ORDER) &
1 SORTING IS KECESSARY.

REMARKS
KONE

SUBROUTINES AND FURCTION SUBPROGRAMS REGUIRED
NONE

SUSROUTINF PLOTINUsA¢Ny Mo NL,NS) PLOT 1
DIMENSTON OUT{10L),YPRILL)ANGEG)ALL) PLOT 2
COMMON HX , MY pLOT 3

1 FURMAT (///,60%X,TH CHART ,13,//1 pLoT 4

2 FORMAT (1X,Fll.4¢5X,1314A1) eLOT 5

3 FURMAT (12X} PLOT 6

5 FORMAT{10Al} pLOT T

T FORMAT] 16X 1J1H, . . . . PLOT 8

1 . . . . . . PLOT 9

8 FORMAT [//49X,11F 104410 pLOT 10
~LL=NL pLOY 11
TFENS) 16, 16, 1D PLOT 12

4 SORT BASE VARIABLE DATA IN ASCENDING ORDER PLOT 13
10 00 15 [=1,N PLOT 14

DO 14 J=1,N PLOT 15
IFLALDI-ALU))Y 14, R4y 11 PLOT 16

11 L=1-N PLOY 17
Ll=J-N PLOT 18

0N 12 K=l 4M PLOT 19
L=LeN PLOT 20
LL=LL*N PLOT 21
Fza{L) pLOT 22
AlL)=A{LL) pLOT 23

12 AfLL)=F PLNT 26

14 CONTINUE PLOT 25

15 CONTINUE PLOT 26

C TEST NLL PLOT 27
16 ITFUNLLY 2D, 18, 2N PLOT 28

18 NLL=50 PLOT 29

[4 PRINY TITLE PLOT 30
20 WRITE(MX,1INO PLOT 31

[ READ BLANK AND DIGITS FOR PRINTING pLOY 32
READ{MY ,5) BLANK, {ANG(T141=1,9) PLOT 33

c FIND SCALE FUR BASE VARITABLE PLOT 34
XSCAL=(A{NI-A{1}) /{FLOATINLL-1)} PLOT 35

C FIND SCALE FR CROSS-VARIABLES PLOT 36
MI=Nel PLOY 37
M2=MeN PLOY 38

YMIN=A(HL) PLDT 39
YYAK=YMIN PLOT 40

N0 49 J=8L,H2 PLOT 41
TFLACJI-YMIND 28, 26426 PLOT 42

26 IFLALJI-YMAX]) 40,40,30 PLOT 43
28 YMIN=AL)) PLOT 44
GO 79 40 PLOT 45

30 YMAK=A(J} PLOT 46
40 CONTINUE PLOT 47
YSCAL=( YMAX=YMIN)} /107.0 PLOT 48

[ FIND BASE VARIABRLF PRINT POSITION PLOT 49
AB=a(1} PLOT 50
L=1 PLOY  SI1
MYX = M-} PLOT 52
1=1 PLOY 53

45 Fal-1 PLOT 56
XPR=xXB+F&xSCAL PLOT 55
IFLALL)=XPR) 50,50,70 PLOT 56

4 FIND CRNSS-VAITABLES PLOT 57
50 DN 55 1x=1,101 PLOT 58
55 OUTLIX)=BLANK PLOT 59
DO 60 J=1,MYX PLOY 60
LL=L+J*N PLOT 61
JIP=({ATLLI-YMINIZYSCALI®L.O PLOY 62
AUTLJPI=ANGIJ} PLOT 63

60 CONTINUE PLOT 64
C PRINT LINE AND CLEAR, OR SKiP PLOT 65
WRITEIAX, 2)APR {IUTELZY 125141010 PLOT 64
L=+l PLOT 67
GO TN 30 PLOT 68

70 WRITELMX,3) PLOT 69
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80 I=l1+1 PLOT 70
FFLI-NLL)45,85,85 fLOT T

B4 XPH=AIN) eLoT 72
60 ¥0 S0 PLOT 73

C PRINT CROSS-VARTABLES NUMBERS PLOT 74
86 WRITE(MX,T) PLOT 75
YPR(1}=YMIN PLOT 76

PN 90 KN=1,9 Loy 77

90 YPR{KN+1)=YPRIKN) +YSCAL*10.0 pLOY 78
YPRI1L}=YMAX PLOT 79
WRITE(MX,RI(YPREIPI,IP=1,110 PLOT 80
RETURN pLOT 9
END PLOT 82

CANONICAL CORRELATION

Problem Description

An analysis of the interrelations between two sets of
variables measured on the same subjects is per-
formed by this program. These variables are pre-
dictors in one set and criteria in the other set, but
it is irrelevant whether the variables in the first set
or in the second set are considered as the prediction
variables. The canonical correlation, which gives
the maximum correlation between linear functions of
the two sets of variables, is calculated. x2 is also
computed to test the significance of canonical corre-
lation.

The sample problem for canonical correlation
consists of four variables in the first set (left-hand
side) and three variables in the second set (right-
hand side) as presented in Table 4. These two sets
of measurements have been made on 23 subjects.

Table 4. Sample Data for Canonical Correlation

First set Second set
Observation X; X2 X3 X Y1 Y2 Ys
1 191 155 65 19 179 145 70
2 195 149 70 20 201 152 69
3 181 148 71 19 185 149 75
4 183 153 82 18 188 149 86
5 176 144 67 18 171 142 71
6 208 157 81 22 192 152 77
7 189 150 75 21 190 149 72
8 197 159 90 20 189 152 82
9 188 152 76 19 197 159 84
10 192 150 78 20 187 151 72
11 179 158 99 18 186 148 89
12 183 147 65 18 174 147 70
13 174 150 71 19 185 152 65
14 190 159 91 19 195 157 99
15 188 151 98 20 187 158 87
16 163 137 59 18 161 130 63
17 195 155 85 20 183 158 81
18 196 153 80 21 173 148 74
19 181 145 77 20 182 146 70
20 175 140 70 19 165 137 81
21 192 154 69 20 185 152 63
22 174 143 79 20 178 147 73
23 176 139 70 20 176 143 69 -.




Program
Description

The canonical correlation sample program consists
of a main routine, MCANO, and six subroutines:

CORRE

CANOR

are from the Scientific Subroutine

T
MINV Package

NROOT
EIGEN

DATA is a special input subroutine

Capacity

The capacity of the sample program and the format
required for data input have been set up as follows:

1. Up to 9 variables, including both the first set
of variables (that is, left-hand variables) and the
second set of variables (that is, right-hand varia-
bles). The number of variables in the first set must
be greater than or equal to the number of variables
in the second set.

2. Up to 99,999 observations.

3. (12T 6.0) format for input data cards.

Therefore, if a problem satisfies the above con-~
ditions it is not necessary to modify the sample pro-
gram. However, if there are more than 9 variables,
dimension statements in the sample main program
must be modified to handle the particular problem.
Similarly, if input data cards are prepared using a
different format, the input format in the input sub-
routine, DATA, must be modified. The general
rules for program modification are described later.

Input

I/0 Specification Card
One control card is required for each problem and
is read by the main program, MCANO. This card is

prepared as follows:

For Sample

Columns Contents Problem
1-6 Problem number (may be
alphameric) SAMPLE

For Sample

Columns Contents Problem
7 - 11 Number of observations 00023
12 - 13 Number of variables in the
first set (that is, left-hand
variables)* 04
14 - 15 Number of variables in the
second set (that is, right-
hand variables) 03

*The number of variables in the first set must be
greater than or equal to the number of variables
in the second set.

Leading zeros are not required to be keypunched;
but must be right-justified within fields.

Data Cards

Since input data are read into the computer one ob-
servation at a time, each row of data in Table 4 is
keypunched on a separate card using the format
(12F 6.0). This format assumes twelve 6-column
fields per card.

Deck Setup
Deck setup is shown in Figure 16.
Sample

The listing of input cards for the sample problem is
presented at the end of the sample main program.

Cutput

Description

The output of the sample program for canonical
correlation includes:

1. Means

2. Standard deviations

3. Correlation coefficients

4. Eigenvalues and corresponding canonical
correlation

5. Lambda

6. Chi-square and degrees of freedom

7. Coefficients for left- and right-hand variables

Sample

The output listing for the sample problem is shown
in Figure 17 of this sample program.
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Data
cards

Data
cards

Data
cards

Control
card

Second problem

Control
Card

1/0 Specification
card

EIGEN

MINV

CANOR

CORRE

DATA

MCANO

Figu.ré 16. Deck setup (canonical correlation)

Program Modification

Noting that storage problems may result, as previ-
ously described in "Sample Program Descriptions',
program capacity can be increased or decreased by
making changes in dimension statements. Input data
in a different format can also behandled by providing
a specific format statement. In order to familiarize

158

Subroutines and main program
(including system control cards)

First problem

Last
problem

i3

W



Figure 17. Output listing

the user with the program modification, the following
general rules are supplied in terms of the sample
problem:

1. Changes in the dimension statements of the
main program, MCANO:

a. The dimension of arrays XBAR, STD,
CANR, CHISQ, and NDF must be greater
than or equal to the total number of vari-
ables m (m = p +d, where p is the num-
ber of left~hand variables and q is the
number of right-hand variables). Since
there are seven variables, four on left
and three on right, the value of m is 7.

b. The dimension of array RX must be
greater than or equal to the product of
m X m. For the sample problem this
product is 49 =7 x 7.

¢. The dimension of array R must be greater
than or equal to (m + 1)m/2. For the
sample problem this number is
28 = (7 + 1)7/2.

d. The dimension of array COEFL must be
greater than or equal to the product of
px 4. For the sample problem this
product is 12 =4 x 3.

e. The dimension of array COEFR must be
greater than or equal to the product of
q xg. For the sample problem this
product is 9 =3 x 3.

2. Changes in the input format statement of the
special input subroutine, DATA:

Only the format statement for input data may
be changed. For example, since sample data
are either two- or three-digit numbers, rath-
er than using six-column fields as in the
sample problem, each row of data may be
keypunched in seven 3-column fields, and if
so, the format would be changed to (7F 3.0).
Note that the current input format statement
will allow a maximum of twelve variables
per card. The special input subroutine,
DATA, is normally written by the user to
handle different formats for different prob-
lems. The user may modify this subroutine
to perform testing of input data, transforma-
tion of data, and so on.

Operating Instructions

The sample program for canonical correlation is a
standard FORTRAN program. Special operating
instructions are not required. Logical unit 2 is used
for input, and logical unit 1 is used for output.

Sample Main Program for Canonical Correlation -
MCANO

Purpose:
(1) Read the problem parameter card for a
canonical correlation, (2) Call two subroutines
to calculate simple correlations, canonical cor-
relations, chi-squares, degrees of freedom for
chi-squares, and coefficients for left and right
hand variables, namely canonical variates, and
(3) Print the results.

Remarks:
I/0 specifications transmitted to subroutines by
COMMON.
Input card:
Column 2 MX - Logical unit number for
output.
Column 4 MY - Logical unit number for
input.

The number of left-hand variables must be
greater than or equal to the number of right-
hand variables.

Subroutines and function subprograms required:

CORRE (which, in turn, calls the input
subroutine named DATA.)
CANOR (which, in turn, calls the subrou-

tines MINV and NROOT. NROOT,
in turn, calls the subroutine EIGEN.)
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Method:
Refer to W. W. Cooley and P. R. Lohnes,
'Multivariate Procedures for the Behavioral
Sciences', John Wiley and Sons, 1962, chapter
3.

// ECR
®[OCS{CARD, TYPEWRITER 1152 PRINTER)
®GNE WCRD INTEGERS

C SAMPLE MAIN PRGGRAN FUR CANONICAL CORRELATION - MCAWU MCANG 1
[ THE FOLLOWING DIMENSIONS MUST BE GREATER THAN OR EGQUAL TO THE MLAND - 2
[4 TOTAL MUMBER OF VARTABLES % [M=MP+MQ, WHERE MP IS THE NUMBER  MCANU 3
[ OF LEFT HAND VARIABLES, ANU MQ IS THE NUMBEk UF RIGHT HAND MCAND &
4 VaKEABLES) . MCANG 5
LIMENSION XBAR{93¢STD{9) ¢ CANRI9} +CHISQUI) sNDFI9) MCAND &
4 THE FOLLOWING DIMENSION MUST BE GREATER THAN OR EQUAL TU THE MCAND 7
c PRODUCT GF MEM, MCAND 8
DEMENSION RXEd1) MCANO 9
c THE FULLOWING CIMENSION MUST BE GREATER THAN GR EQuAL TO MCANO 10
< {M+1IoM72, MCAND 11
UIMENSIGN R{45) MCAND 12
[ THE FOLLOWING CLIMENSIOUN MUST BE GREATEK THAN OR EQUAL TG THE MCANG 13
[4 PROGUCT UF MP*MQ. MCAND 14
UIMENSION COEFL{81) MCANOD L5
4 THE FOLLOWING DIMENSION MUST BE GREATER THAN OR EQUAL TO THE MCAND 16
< PRODUCT CF MQMQ. MCAND L7
UIMENSICN COEFRI25) MCANO 18
COMMON MXy MY MCAND 19
1 FORMAT{Av,A2415,212) MCAND 20
2 FORMATL////727TH CANONICAL CGRRELATION«.so-vA4 A2//220H NO. OF DBSEMCANC 21
LaVATIONS, 8Xe14/29H NO. OF LEFT HAND VARIABLES,IS/30H NG. OF RIMCANG 22
2GHT HAND VARIABLES,14/) MCANO 23
3 FORMATU//6H MEANS/{BFL5.5)) MCANO 24
4 FURMAT(//20H STANDARD DEVIATIONS/{8F15.5)) MCANO 25
5 FORMAT(//25H CORRELATION COEFFICIENES) MCANO 26
& FORMAT{//4H ROW+13/{10F12.5)) MCANQ 27
T FORMAT{////12H NUMBER OF » 7Xy THLARGEST » TX » LIHCOKRESPUNDING ¢ 31X THMCAND 28
10EGREES/13H  EIGENVALUESSXy 1OHE IGENVALUE ¢ 7X ¢ SHCANUNICAL s TX e GHLAMBMLAND 25
20A 45Ky LOHCHI=SQUARE ¢+ 7X 4 2HOF/4X s THREMOVED y 7X s FHREMAINING s TX ¢ L LHCURRMCAND 30
BELATIUN,32X, THFREEUEN/) MCAND 31
8 FORMATL/IT+F19.54F16,592F14e5¢5X415) MCANO 32
S FURMAT(///22H CANONICAL CORRELATION.F12.5} MCAND 33
10 FORMAT{(//39H  COEFFICIENTS FOR LEFT HAND VARIABLES/L8FL5.5)) HCANU 34
11 FORMAT(//40H  COEFFICIENTS FOR RIGHT HaND VARIABLES/{8F15.5)) HCANG 35
12 FORMATLZI2) MCANU 36
READIZ2,12)MXe MY MCANG 37
[ REAs PROBLEM PARAMETER CARD MCANU 38
100 REAU (MY, LIPRIPRLyNMPyMQ MCAND 39
[4 <PRIBLEM NUMbER [MAY BE ALPHAMERIL) MLANU 40
(4 PROBLEM NUMBER (CONTINUED) MCAND 41
[ NUMBER OF ObSERVATIUNS MCAND 42
[ NUASEK GF LEFT HAND VARIASLES MCANUG 43
4 <NUMBER OF RIGHT HAND VARIABLES MLANG 44
WRITE (MX423PRsPRL)NIMPyMQ MCAND 45
M=MP+MQ MCANU 46
10=0 MCAND 47
X=0.0 HCANG 48
CALL CORRE (NiMyIGy Xy XBARySTDoRXyRyCANRy CHISQCOEFL) MCAND 49
C PRINT MEANS, STANDARD DEVIATIONS, AND CORRELATION MCANU 50
9 COEFFICIENTS OF ALL VARIABLES MCAND 51
ARITE (MX,3){RBAR{I}y1=]eM) MCAND 52
WRITE (MAs4)(STDLI},01=1,M} MCANU 53
WRITE (MX,5) NCANU 54
DO 160 I=1+M MCANG 55
DO 150 J=1.M MCAND 56
IFYI-J) 120, 130, 130 MCAND 57
120 L=l¢(J*4~4)/2 MCANG 58
GO TQ 140 MCANO 59
130 L=J+(I*]-11/2 MCANO 60
140 CANR{JI=RIL), MCAND ol
150 CONTINUE MCAND 62
160 WRITE (MXy6}14{CANRLU) 4 J=1. M) MCAND 63
CALL CANOR (N MP,sMQoRyXBARYSTDsCANR,CHISQyNDF sCOEFR+COEFLoRX) MCAND 64
[+ PRINT EIGENVALUES, CANONICAL CORRELATIONSy LAMBOA, CHI-SQUARES MCAND 65
c DEGREES OF FREEDOMS MCANO 66
MRITVE (MX,7) MCAND 67
DO 170 1=1,MQ MCANO 68
Ni=1-1 MCANO 69-
c TEST WHEVHER EIGENVALUE IS GREATER THAN 2ERQO MCANO 70
IF{XBARII)} 1654 1654 17C MCANO 71
165 MM=NL MCAND 72
60 TQ 175 MCANC 73
170 WRITE (MXoBINI sXBARCI)yCANREY) »STO(1)CHISQUI)4NDFC L} MCANO 74
MM=MQ MCAND 75
[4 PRINT CANONICAL COEFFICIENTS MCAND 76
175 N1=0 MCANO 77
N2=0 MCAND 78
00 200 IslyMM MCANJ 79
WRITE (MXx,9)CANRII) MCANO BO
80 180 J=1.MP MCANO 81
Nl=Nl+1 MCANOD 82
180 XBAR(J) =COEFL(NIL) MCAND 83
WRITE (MX410)(XBAR{J},J=1,MP) MCANU 84
DO 190 J=1.MQ MCANO 85
N2aN2+1 MCAND 86
190 XBAR({.J)=COEFR{N2) MCANO 87
WRITE (MXo113{XBAR(J),J=1,MQ) MCAND 88
200 CONTINUE MCANO 89
G0 TO 100 MCANO 90
END MCAND 91
/7 oup
*STORE WS UA MCANO
// XEQ MCANO Q
*LOCALMCAND, CORRE s CANGR
12 1
SAMPLE000230403 2
19 18% (.13 19 179 148 70 3
198 1ag 10 20 201 182 69 -
181 148 7 19 185 149 75 -]
183 158 82 18 188 149 86 [
176 144 67 18 i1 142 1 7
208 187 al 22 192 152 ” ]
189 180 7 21 190 lag 12 9
197 139 90 20 189 152 82 10
188 182 76 19 197 159 s 11
192 180 78 20 187 151 T2 12
179 1538 99 18 186 148 89 13
183 147 &5 18 174 147 70 16
174 1%0 7n 19 185 152 65 13
190 159 91 19 195 157 99 18
188 151 98 20 187 158 a7 17

163 137 59 18 161 130 63 18

195 155 a5 20 183 158 81 19
196 153 80 21 173 148 T4 20
181 145 7 20 182 146 70 21
175 140 70 19 168 137 8l 22
192 154 49 20 18% 132 83 23
174 143 79 20 178 147 73 24
176 139 10 20 176 143 69 25 -

SANPLE INPUT SUBROUTINE - DATA

PURPOSE
READ AN UBSERVATION (N DATA YALUES) FRON INPUT DEVICE.
THIS SUBROUTINE IS CALLED BY THE SUBROUTINE CORRE AND MUST
BE PROVIDED BY THE USER. IF SIZE AND LOCATION OF DATA
FIELDS ARE DIFFERENY FROM PROBLEM TO PROBLEM, THIS SUB~
ROUTINE MUST SE RECONPILED WITH A PROPER FORMAT STYATERENT.

USAGE
CALL DATA (N,D)

DESCRIPTION OF PARANETERS
M -~ THE NUMBER OF VARIABLES IN AN OBSERVATION.
D ~ OUTPUT VECTOR OF LENGTH ® CONTAINING THE GBSERVATION
DATA.

REMARKS
THE TYPE OF CONVERSION SPECIFIED IN THE FORMAT NUST BE
EITHER F OR E.

©

SUBROUTINES AND FUNCTYION SUBPROGRANS RECUIRED
NONE

SUBROUTINE DATA [M,0} nava 1
DIMENSIGN DI1) RIANY ?
COMMON MX, MY DATA 3

1 FORMAT(12F6.01 DATA “

C READ AN OBSFRVATJON FROM INPUT DEVICE. JaTA s
READ (MY,1) (DUIY ,1=1,M) OATA &
RETURN DATA v

END RN Y B

ANALYSIS OF VARIANCE

Problem Description

An analysis of variance is performed for a factorial
design by use of three special operators suggested
by H.O. Hartley.* The analysis of many other de-
signs can be derived by reducing them first to fac-
torial designs, and then pooling certain components
of the analysis-of-variance table.

Consider a three-factor factorial experiment in
a randomized complete block design as present in
Table 5. In this experiment factor A has four levels,
factors B and C have three levels, and the entire
experiment is replicated twice. The replicates are
completely unrelated and do not constitute a factor.

Table 5. Sample Data for Analysis of Variance

Replicate b, b, by
{Block) A @ 83 Aa4) & 3 a3 a4l a a; a3 a3,

c 3 10 9 8l 8 9 3[2 8 9 8

Tyeeeo [ 4 12 3 9 |22 7 16 2 2 2 7 2 *
- 5 10 5 8|23 9 17 3 )2 8 6 3
cy 2 14 9 13 |29 16 11 3 2 7 5 3 -

Tyeaes c, 7 1 5 8 {28 18 10 6 6 6 5 9
c, 9 10 27 g8 l28 16 11 7 8 9 8 15

*H.O. Hartley, "Analysis of Variance' in Mathe-
matical Methods for Digital Computers, edited by
A. Ralston and H. Wilf, John Wiley and Sons, 1962, Y
Chapter 20.




Nevertheless, for the purpose of this program, a
four-factor experiment (with factors A, B, C, and
R) is assumed. Thus, each element of the data in
Table 5 may be represented in the form:

Xaber where a=1,2,3,4
b=1,2,3
c=1,2,3
r=1,2

The general principle of the analysis-of-variance
procedure used in the program is to perform first a
formal factorial analysis and then pool certain com-
ponents in accordance with summary instructions
that specifically apply to the particular design. The
summary instructions for four differert designs are
presented in the output section.

Program
Description

The analysis-of-variance sample program consists
of a main routine, ANOVA, and three subroutines:

AVDAT
are from the Scientific
AVCAL Subroutine Package
MEANQ
Capacity

The capacity of the sample program and the format
required for data input have been set up as follows:
1. Up to six-factor factorial experiment
2. Upto a total of 1600 data points. The total
number of core locations for data points in a pro-
blem is calculated as follows:

k
T= I1 (LEVEL, +1)
i=1 b
th
where LEVEL; = number of levels of i~ factor
k = number of factors
1T = notation for repeated
products
3. (12F6.0) format for input data cards
Therefore, if a problem satisfies the above con-
ditions it is not necessary to modify the sample
program. However, if there are more than six

factors or if the total number of data points is more
than 1800, dimension statements in the sample main
program must be modified. Similarly, if input data
cards are prepared using a different format, the
input format statement in the sample main program
must be modified. The general rules for program
modifications are described later.

Input

1/0 Specification Card

One control card is required for each problem and
is read by the main program, ANOVA. This card
is prepared as follows:

For Sample
Columns Contents Problem
1-6 Problem number (may be SAMPLE
alphameric)
7-8 Number of factors 04
9 -15 Blank
{ 16 Label for the first factor A
17 - 20 Number of levels of the 0004
first factor
{21 Label for the second factor B
22 - 25 Number of levels of the 0003
second factor
{ 26 Label for the third factor ~ C
27 - 30 Number of levels of the 0003
third factor
{ 31 Label for the fourth factor R
32 -35 Number of levels of the 0002
fourth factor
66 Label for the eleventh
factor (if present)
67 - 70 Number of levels of the

eleventh factor

If there are more than eleven factors, continue
to the second card in the same manner.
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Columns Contents
{ 1 Label for the twelfth factor
2-5 Number of levels for the twelfth factor
etc.

Leading zeros are not required to be keypunched.

Data Cards

Data are keypunched in the following order: Xq111
X2111, X3111, X4111, X1211, X2211, X3211s«.->

Data
cards

X4332. In other words, the innermost subscript is

changed first; namely, the first factor, and then

second, third, and fourth subscripts. In the sample %
problem, the first subscript corresponds to factor A ’
and the second, third, and fourth subscripts to fac-

tors B, C, and R. Since the number of data fields

per cards is twelve, implied by the format (12F6.0),
eachrow in Table5 is keypunched on a separate card.

Deck Setup

[

Deck setup is shown in Figure 18.
Sample .

The listing of input cards for the sample problem is
presented at the end of the sample main program,

Data
cards

Control
card

Last
problem

Control
card

Data
cards

Control
card

1/0 Specification
card

MEANQ

AVCAL

AVDAT

ANOVA

Figure 18. Deck setup (analysis of variance)
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Output
Description

The output of the sample analysis~of-variance pro-
gram includes the numbers of levels of factors as
input, the mean of all data, and the table of analysis
of variance. In order to complete the analysis of
variance properly, however, certain components in
the table may need to be pooled. This is accom-
plished by means of summary instructions that
specifically apply to the particular experiment as
presented in Table 6.

Table 6. Instructions to Summarize Components
of Analysis of Variance

Randomized
Single C Two-way C! o Complete Block Split Plot
with Replicates with Cell Replicates |with Two Factors
{tnput)
Factor No, 1 Groups =A Rows = A Factor1 = A Main treatment = A
2 Replicates = R Columns =B Factr 2 = B Subtreatment = B
3 Replicates = R Blocks =R Blocks =R
(Output)
Sums of squares A A A A
R B B B
AR AB AB AB
R R R
AR AR AR
BR BR BR
ABR ABR ABR
Summary Error =R + (AR) Eror =R +{AR) Emor = (AR)+(BR) | Error = (BR)+{ABR)
instruction HBR)+{ABR) +(ABR) o)
Analysis of Groups A Rows A Faclor 1 A Main treatment A
variance Error Columns B Factor 2 B Blocks R
Interaction AB |!nteraction AB Emror () AR
Error Blocks R Subtreatment B
Error Interaction AB
Error &)

As mentioned earlier, the sample problem is a
randomized complete block design with three factors
replicated twice. Therefore, it is necessary to pool
certain components in the table of analysis of vari~
ance shown in Figure 19. Specifically, the compo-
nents AR, BR, ABR, CR, ACR, BCR, and ABCR
are combined into one value called the error term.,
The result is indicated in Figure 19. Since these
data are purely hypothetical, interpretations of the
various effects are not made.

Sample

The output listing for the sample problem is shown
in Figure 19. i

ANALYSIS OF VARIANCEeeser SAMPLE

LEVELS OF FACTORS
A

B 3
< 3
R 2

GRAND MEAN 9440277

SOURGE OF
VARIATION

SUMS OF
SQUARES

CEGREES OF MEAN
FREEDOM SQUARES

A 229404168
B 122469445
a8 1382.08349

7634722
361436722
230434722

27455555

11472916
141468057
6427314

»
@
A
x
o
N
>
o
&
-

AR 18481944
8R 6402777
ABR 176497222
R 40,77777
ACR 50455555
acR 62463889
ABCR 151027680

3.01388
29569536
20436888

Be2552
15465972
12458564

&

>

@

=3

w

b
ReoNPNWEREGNONW

TOTAL 3233431661 7

Figure 19. Output listing

Program Modification

Noting that storage problems may result, as pre-
viously described in "Sample Program Description",
program capacity can be increased or decreased by
making changes in dimension statements. Input data
in a different format can also be handled by providing
a specific format statement. In order to familiarize
the user with the program modification the following
general rules are supplied in terms of the sample
problem:

1. Changes in the dimension statements of the
main program, ANOVA:

a. The dimension of array X must be greater
than or equal to the total number of data
points as calculated by the formula in the
program capacity section above. For the
sample problem the total number of data
points is 240 = (4+1)(3+1)(3+1)(2+1).

b. The dimension of arrays HEAD, LEVEL,
ISTEP, KOUNT, and LASTS must be
greater than or equal to the number of
factors, k. Since there are four factors in
the sample problem (4 = 3 original factors
+ 1 pseudo factor) the value of k is 4.

c. The dimension of arrays SUMSQ, NDF,
and SMEAN must be greater than or equal
to n = 2K-1, where k is the number of
factors. For the sample problem the
value of n is 15 = 24-1,

2. Change in the input format statement of the
main program, ANOVA:

Only the format statement for input data may

be changed. Since sample data are either

one- or two-digit numbers, rather than using
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six-column fields as in the sample problem,
each data may be keypunched in a two-column
field, and, if so, the format is changed to
(12F2.0). This format assumes twelve 2-
column fields per card, beginning in column 1.

Operating Instructions

The sample analysis-of-variance program is a
standard FORTRAN program. Special operating
instructions are not required. Logical unit 2 is
used for input, and logical unit 1 is used for output.

Sample Main Program for Analysis of
Variance - ANOVA

Purpose:
(1) Read the problem parameter card for analy-
sis of variance, (2) Call the subroutines for the
calculation of sums of squares, degrees of free-
dom and mean square, and (3) Print factor
levels, grand mean, and analysis of variance
table.

Remarks:
The program handles only complete factorial de-
signs. Therefore, other experimental design
must be reduced to this form prior to the use of
the program.
1/0 logical units determined by MX and MY,
respectively.

Subroutines and function subprograms required:
AVDAT
AVCAL
MEANQ

Method:
The method is based on the technique discussed
by H.O. Hartley in "Mathematical Methods for
Digital Computers', edited by A. Ralston and
H. Wilf, John Wiley and Sons, 1962, Chapter 20.

OR
‘10§S(CARD~TVPEHRI?ER01132 PRINTER]

®ONE WORD INTEGERS

< SAMPLE MAIN PROGRAM FOR ANALYSIS OF VARIANCE = ANOVA ANQVA 1
C THE FOLLOWING DIMENSION MUST BE GREATER THAN OR EQUAL TO THE ANOVA 2
< CUMULATIVE PRUDUCT OF EACH FACTUR LEVEL PLUS ONE (LEVELLI}+l) ANOVA 3
< FOR I=1 TO X» WHERE K 1S THE NUMBER OF FACTORSes ANOVA &
DIMENSION X(1600} ANOVAMO2

C THE FOLLOWING DIMENSIONS MUST BE GREATER THAN OR EQUAL YO THE ANOVA &
[ NUMBER OF FACTORSes ANOVA 7
DIMENSION WMEADIG) sLEVELIG) s ISTEP(6) +KOUNTI6 1 +LASTSI(6) ANOVA 8

C THE FOLLOWING DIMENSIONS MUST BE GREATER ThAN OR EQUAL Tu 2 TO ANOVA ¢
< THE K=TH POWER MINUS ls ((2®#Ki=1lee ANOVA 10
OIMENSION SUMSQUG63)NDFI63}1sSMEAN{G3) ANOVAMG L

[ THE FOLLOWING OIMENSION IS USED TO PRINT FACTOR LABELS IN ANOVA 12
4 ANALYSIS OF VARIANCE TABLE AND IS FIXED ANOVA 13
DIMENSION FMT(15) ANOVA 14

1 FORMAT(AG;A2,12,84¢3XsLhUAL, 140/ (AL 14041 4140AL¢ldrAalalteAlyIa)) ANOVA 15

2 FORMAT(//7//26H ANALYSIS OF VARIANCE.«s0s0A%4:42//) ANUVA 16

3 FORMAT{//18H LEVELS OF FACTORS/(3XrAl,7X+14)) ANOVA 17

4 FORMAT(////11H GRAND MEAN,F20.5////} ANOVA 18

5 FORMAT{//1GH SOURCE OF,18X+THSUMS OF 410X 4110HDEGREES UF 1 IX+4HMEAN/ ANOVA 19
110H VARJATION,18Xs7HSQUARES+11Xy THFREEDGM, 10X+ THSQUARES/) ANUVA 20

& FORMATE 2X515A1,F2G.5,10X,16,F20.5) ANOVA 21

7 FORMAT(/TH TOUTAL+10XsF2G.5,10Xs16) ANOVA 22

8 FORMATIIZF6.0) ANGVA 23

9 FORMAT(212) ANOVA 24

[ 0000000000060 00 0n0 0estsossssssossevesssssssastssrssssssnnces ANOVA 25
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READ( 29 9IMX MY ANOVA 26

4 READ PROBLEM PARAMETER CARD ANOVA 27
100 READ (MYs1)PRsPRLsK+BLANK,{HEADEI) 4 LEVELLT) 4E=1,K) ANOVA 28
[+ PR..ses PROBLEM NUMBER (MAY BE ALPHAMERIC) ANOVA 29
[ PRi.. <o PROBLEM NUMBER (CONTINUED} ANOVA 30
[+ Keovess NUMBER OF FACTORS ANOVA 31
4 BLANK..BLANK FIELD ANOVA 32
[4 HEAD. .+FACTOR LABELS ANOVA 33
[ LEVEL..LEVELS OF FACTORS ANOVA 34
[4 PRINT PROBLEM NUMBER AND LEVELS OF FACTORS ANOVA 35
MRITE (MX,2)PR,PRI ANOVA 36
WRETE (MX93}{HEAD(I ) LEVELLI),1=,4K) ANGvVA 37
4 CALCULATE TOTAL NUMBER OF DATA ELEMENTS ANOVA 38
N=LEVEL{L1} ANOVA 39
D0 102 I=2,K ANOYVA 40
102 N=N®LEVEL(I) ANGVA 41
4 READ ALL INPUT DATA ANDVA 42
READ (MY,8)(X(U1)s1=1,N) ANOVA 43
CALL AVDAT (KoLEVEL +NyXyL o ISTEP,KQUNT) ANOVA 44
CALL AVCAL (KsLEVEL 1XsLsISTEP,LASTS) ANOVA 45
CALL MEANQ {(KsLEVEL ¢XyGMEANsSUMSQyNDF, SMEAN, ISTEP,KOUNT,LASTS) ANOVA 46
4 PRINT GRAND MEAN ANDVA 47
MRITE (MX)4)GMEAN ANOVA 48
[4 PRINT ANALYSIS OF VARIANCE TABLE ANOVA 49
WRITE (MX45) ANDVA 50
LLa(2¢*K) -1 ANOVA 51
1sTEP(L)=1 ANDVA 52
80 105 1=24K ANOVA 53
105 ISTEP({I)=0 ANUVA D4
00 110 I=1,15 AnNQVa 25
L1G FMTLI)=BLANK ANOVA 5o
NN=Q ANGYa 57
SUM=u.0 Anuva 538
12C NN=Nn+] wNLVA 5Y
L=0 ANDVA o0
DO l4C I=1,K ANUVA ol
FMT(1)=BLANK anuva 62
AFLESTEPLEY) £3U, L4C, 130 ANGVA o3
130 L=l+l ANLVKH o4
[LANSSELTI WIS ANCVA o3
140 CONTINUG wivnbVa 06
WRITE (MK 0)drdaT1i) 1=1,15)5UMSUINAD s NUF{NK) § SMEANT AN ANLVA o7
SUM=3SUM+SUMS QI v} ANOVA 58
[FINN-LL) 145, 170, 170 ANGVA 69
145 20 160 [=1,K ANGVA 70
FFLISTEPUEIN) 147y 150, ial ANUVA 71
147 ISTEP{I =D ANGva T2
GO TU 160 ANLVA T3
150 {5Tedatil=1 ANGY S Ty
60 TO 120 ANCVA 75
160 CONTINUL aNLVA To
170 N=N-1 ANCVA 77
WRITE (MK, T)SuAei ANLVA 78
Ga TO 1Cy ANLVA 79
SNU ANLVA 50
/7 oup
*STORE 45 ua anOva

// XEQ ANAQVA

12 1
SAMPLEOM A000480003C0003R0002 2
10 9 8 24 8 3 2 8 9 8 3

L3 12 3 9 22 7 16 2 2 2 7 2 &

5 10 5 8 23 L] 17 3 2 8 6 3 5

2 14 9 13 29 16 1 3 2 7 5 3 6

7 11 s 8 28 18 10 6 6 [ 5 9 7

9 10 27 8 ., 28 is 13 7 8 9 8 15 8

DISCRIMINANT ANALYSIS

Problem Description

A set of linear functions is calculated from data on
many groups for the purpose of classifying new
individuals into one of several groups. The classifi-
cation of an individual into a group is performed by
evaluating each of the calculated linear functions,
then finding the group for which the value is the
largest.

The sample problem for discriminant analysis
consists of four groups of observations as presented
in Table 7. The number of observations in the first
group is eight; the second group, seven; the third
group, seven; and the fourth group eight. The num-
ber of variables is six in all groups.

Program
Description

The discriminant analysis sample program consists
of a main routine, MDISC, and three subroutines:

DMATX

are from the Scientific
MINV Subroutine Package
DISCR

»



-

Table 7., Sample Data for Discriminant Analysis

Observation X, X, X, X, X X

Group 1 1 3 10 9 8| 24 8
2 4 12 3 8 22 7

3 9 3 2 8 9 8

4 16 2 2 2 7 2

5 5 10 5 8 23 9

6 17 3 2 8 6 3

7 2 10 9 8 29 16

8 7 10 5 8 28 18

Group 2 1 9 10 27 8 28 lé6
2 11 7 8 9 8 15

3 8 10 2 8 27 16

4 1 [} 8 14 14 13

5 7 8 9 6 18 2

6 7 9 8 2 19 9

7 7 10 5 8 27 17

Group 3 1 3 11 9 15 20 10
2 9 4 10 7 9 9

3 4 13 10 7 21 15

4 8 5 le 16 16 7

5 6 9 10 5 23 11

(] 8 10 5 8 27 16

7 17 3 2 7 [ 3

Group 4- 1 3 10 8 8 23 8
2 4 12 3 8 23 7

3 9 3 2 8 21 7

4 15 2 2 2 7 2

5 9 10 26 8 27 16

6 8 9 2 8 26 16

7 7 8 6 9 18 2

8 7 10 5 8 26 16

Capacity

The capacity of the sample program and the format
required for data input have been set up as follows:

1. Up to four groups

2. Up to ten variables

3. Up to a total number of 100 observations in
all groups combined.

4. (12F6.0) format for input data cards

Therefore, if a problem satisfies the above con-
ditions it is not necessary to modify the sample
program. However, if there are more than four
groups, more than ten variables, or more than 100
observations, dimension statements in the sample
main program must be modified to handle this par-
ticular problem. Similarly, if input data cards are
prepared using a different format, the input format
statement in the sample main program must be
modified. The general rules for program modifica-
tion are described later.

Input

I/0 Specification Card

One control card is required for each problem and is
read by the main program, MDISC. This card is
prepared as follows:

For Sample
Columns Contents Problem
1-6 Problem number (may be SAMPLE
alphameric)
7-8 Number of groups 04
9-10 Number of variables 06
11 - 15 Number of observations 00008
in first group
16 - 20 Number of observations 00007
in second group
21 - 256  Number of observations 00007
in third group
26 - 30 Number of observations 00008
in fourth group
65 - 70  Number of observations

in twelfth group (if
present)

If there are more than twelve groups in the prob-
lem, continue to the second card in the same
manner.

Columns Contents
1-5 Number of observations in thirteenth
group
6-10 Number of observations in fourteenth

group

Leading zeros are not required to be keypunched,
but numbers must be right-justified in fields.

Data Cards

Since input data are read into the computer one ob-
servation at a time, each row of data in Table 7 is
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keypunched on a separate card using the format
(12F6.0). This format assumes twelve 6-column
fields per card.

Deck Setup
Deck setup is shown in Figure 20,
Sample

The listing of input cards for the sample problem is
presented at the end of the sample main program.

Data
cards

Control
card

Output
Description

The output of the sample program for discriminant
analysis includes:

1. Means of variables in each group

2. Pooled dispersion matrix

3. Common means

4. Generalized Mahalanobis D~square

5. Constant and coefficients of each discriminant
function

Data
cards

Control
card Last

problem

Second problem

Data
cards

Control
card

1/0 Specification
card

DISCR

MINV

DMATX Subroutines and main program

MDISC

Figure 20, Deck setup (discriminant analysis)
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6. Probability associated with the largest dis-
criminant function evaluated for each observation.

Sample

The output listing for the sample problem is shown
in Figure 21,

Program Modification

Noting that storage problems may result, as pre-
viously discussed in "Sample Program Description",
program capacity can be increased or decreased by
making changes in dimension statements. Input
data in a different format can also be handled by
providing a specific format statement. In order to
familiarize the user with the program modification,
the following general rules are supplied in terms of
the sample problem:

1. Changes in the dimension statements of the
main program, MDISC:

a. The dimension of array N must be greater
than or equal to the number of groups, k.
Since there are four groups in the sample
problem the value of k is 4.

b. The dimension of array CMEAN must be
greater than or equal to the number of
variables, m. Since there are six vari-
ables in the sample problem the value of
m is 6.

c¢. The dimension of array XBAR must be
greater than or equal o the product of m
times k. For the sample problem this
product is 24 = 6 x 4.

d. The dimension of array C must be greater
than or equal to the product of (m+1)k.
For the sample problem this product is
28 = (6+1)4.

e. The dimension of array D must be greater
than or equal to the product of m times m.
For the sample problem this product is
36 =6x6.

f. The dimension of arrays P and LG must be
greater than or equal to the total number
of observations in all groups combined, t.
For the sample problem this total is
30=8+T7+T7+8.

g. The dimension of array X must be greater
than or equal to the total number of data
points that is equal to the product of t

DISCRIMINANT ANALYSISeesss: SAMPLE
HUMBER OF GROUPS A
NUMBER OF VARIABLES 6
SAMPLE SI2ESes
GROUP
1 )
2 7
E) 7
4 [
GROUP 1 MEANS
7487500 7.50000 “e62500 7425000 1850000 8487500
GROUP 2 MEANS
7.14288 B.57143 9457143 7485714 20014286 12457143
GROUP 3 MEANS
7485714 7e85714 8485714 9428571 17442857 1014285
GROUP 4 MEANS
7.75000 8400000 6473000 7437500 21.37500 9425000

POOLED DISPERSION MATRIX

RoW 1

19.61880 ~11.16208 5421496 ~5+09889 ~22474861 ~9054081
ROW 2

=11.16208 11294504 5¢61812 1491758 22460987 10.66787
Rav 3

~5.21696 5:51812 39,45945 3.93681 18.23487 9434348
ROW 4

~6:09R89 1491758 3492681 9.83309 5462156 3483750
RON 5

-22,74861 22.60987 16423487 4162156 62478635 30418268
RoW 6

~9.54051 10466757 943a546 3.83790 30418268 29457084

COMMON MEANS
7465666 Te95068 7433333 7489999 19239999 10013332

GENERALIZED MAMALANOBIS D=SQUARE 12478067

OISCRIMIMANT FUNCTION 1
CONSTANT  »  COEFFICIENTS

~2Be490423  ® 2063868 2:12202 -0.17167 1.91198 Ou584Te ~0e404T6

CISCRIMINANT FUNCTION 2
CONSTANT  ®  COEFFICIENTS
-29.21008 2.61928 2425227 «0.08816 1488318 0143732 ~0.21783

DISCRIMINANT FUNCTION 3
CONSTANT = COEFFICIENTS
~31.86426 ® 2474008 2439585 =0.06456 2.13259 Ous2619 =0.32718

DISCRIMINANT FUNCTION &
CONSTANT @  COEFFICIENTS
~30,82021 = 2471858 2.03934 ~0413351 1.94538 0471677 ~0.48700

EVALUATION OF CLASSIFICATION FUNCTIONS FOR EACH OBSERVATION

GROUP 1
PROBABILITY ASSOCIATED WITH LARGEST
OBSERVATION LARGEST DISCRIMINANT FUNCTION FUNCTLON NO»
3 “
2 0437043 i
3 Ou36260 i

Ge46189
0.34453
Q44216
0431786
0429272

®uowme
o

GROUP 2

PROBABIL{TY ASSOCIATED wlTs LARGEST

LARGEST DISCRIMINANT FUNCTION FUNCTION KO.
2

CBSERVATION

0,50061
0434760
0.63131
0484281
0.36406
0.28516

~e s uN
T

GROYP 3
PROBABILITY ASSOCIATED WITH LARGEST
OBSERVATION LARGEST DISCRIMINANT FUNCTION FUNCTION NO»
12

Q.46628
0.54534
0466689
0430599
0433063
0439006

Nrw s
veNBNNW

GRUUP 4
PROBABILITY ASSOCIATED WITH
LARGEST DJSCRIMINANT FUNCTION
.
03747
0462340
0445698
0452173
0434051
0s43135
0427640

LARGEST
ABSERVATION FUNCTION NO»
“

T Sr I
“remupm

Figure 21. Output listing
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times m. For the sample this product
is 180 = 30 x 6.
2. Changes in the input format statement of the
main program, MDISC:

Only the format statement for input data may
be changed. Since sample data are either
one- or two-digit numbers, rather than using
six-column fields as in the sample problem,
each row of data may be keypunched in two-
column fields, and, if so, the format is
changed to (6F2.0). This format assumes
six 2-column fields per card, beginning in
column 1.

Operating Instructions

The sample program for discriminant analysis is a
standard FORTRAN program. Special operating
instructions are not required. Logical unit 2 is
used for input, and logical unit 1 is used for output.

Sample Main Program for Discriminant
Analysis - MDISC

Purpose:
(1) Read the problem parameter card and data
for discriminant analysis, (2) Call three sub-
routines to calculate variable means in each
group, pooled dispersion matrix, common means
of variables, generalized Mahalanobis D square,
coefficients of discriminant functions, and
probability associated with largest discriminant
function of each case in each gi'oup, and (3) Print
the results.

Remarks:
The number of variables must be greater than or
equal to the number of groups.
I/0 logical units determined by MX and MY,
respectively.

Subroutines and function subprograms required:
DMATX
MINV
DISCR

Method:
Refer to "BMD Computer Programs Manual'',
edited by W.J. Dixon, UCLA, 1964, and
T.W. Anderson, "Introduction to Multivariate
Statistical Analysis", John Wiley and Sons,
1958, section 6.6-6.8.

1/ FOR
*[0CS{CARD,TYPEWRITER,1132 PRINTER)
*ONE WORD INTEGERS

[ SAMPLE MAIN PROGRAM FOR DISCRIMINANT ANALYSIS - MDISC MDISC 1
[ THE FOULLOWING DIMENSION MUST BZ GREATER THAN OR EQUAL TU THE MDISC 2
[ NUMBER OF GROUPS, K.. MDISC 3

DIMENSION N{4) MDISC 4
[+ THE FOLLOWING DIMENSION MUST BE GREATER THAN OR EQUAL TJ THE MoISC 5
4 NUMBER OF VARILABLES: M.. MDISC 6

168

OIMENSIUON CMEAN{10) MDISC 7
THE FOLLOWING DIMENSION MUST 3E GREATER THAN OR EQUAL TO THE  MDISC 8

(4
c PRODUCT OF M#K.. MDISC 9
DIMENSTION X8AR{40) HOISC 10
c THE FULLUWING DIMENSION MUST B8E GREATER THAN OR EWUAL TO THE MDISC 1}
c PRODUCT OF (M#l}eK,. MDISC L2
DIMENSICN <144) MDISC 13
14 THE FOLLOWING DIMENSION MUST BE GREATER THAN OR EQUAL TO THE HOISC 14
c PRODUCT OF HeM.. MDISC 15
DIMENSION DU100) MOESC 16
4 THE FULLOWING DIMENSIONS MUST BE GREATER THAN OR EQUAL TO THE MDISC 17
c TOVAL OF SAMPLE SIZES OF K GROUPS COMBINEDy T (T = N{1)eN{2)+..HDISC 18
c +N(KD ) oo MDIESC 19
DIMENSION PL100),LG{100) MDISC 20
(4 THE FOLLOWING DIMENSION MUSY BE GREATER THAN OR EQUAL TO THE MOLISC 21
c TOTAL DATA POINTS WHICH IS EQUAL TO THE PRODUCT OF T#M.. MDISC 22
DIMENSIGN X{1000} MDISC 23
4 mesessesressesvsntonnescscansnaares eatssacecsserssscseeassMDISC 24
1 FORMAT{A4yA2,212,1285/(1415)} MOISC 25
2 FORMATUL//7/772TH DISCRIMINANT ANALYSISseaesA%042//719H NUMBER OF GRMOISC 26
LOUPS » TX ¢ [3/22H NUMBER OF VARIASLES,[T/17H SAMPLE SIZES../12Xs MOISC 27
25HGRAUP} MD1SC 28
3 FORMATL12X,13+8Xs14) MDISC 29
4 FORMAT(//2X) MD1SC 30
5 FORMAT(12F6.0) MDISC 31
& FORMAT[ //6H GROUP,[3,7TH MEANS/{8F15.5)) MDISL 32
7 FORMAT{///25H POOLED OISPERSION MATRIX) MDISC 33
8 FORMAT(//4H ROWs13/(BFL15.5)) MDISC 34
9 FORMATU///7/13H CUMMON MEANS/{BF15.5)) HDISC 35
L0 FORMAT(///733H GENERALIZED MAHALANOBIS D-SQUARE,F15.5//) SC 36
11 FORMAT{//22H OISCRIMINANT FUNCTION,13/76Xe2THCONSTANT * COEFF!MDISC 37
LCIENTS//FL4.5,7H * 2 TFL45/122X¢TF 1453 ) MDISC 38
L2 FORMATL////76UH EVALUATION OF CLASSIFICATION FUNCTIONS FOR EACH DBSHDISC 39
LERVATIAON) DESC «0
13 FORMAT(//6H GROUP,13/19X,2THPROBABILITY ASSOCIATED HlTﬂvllX'THLARGKDISC el
1EST/13H OBSERVATIUNs5Xy29HLARGEST DISCRIMINANT FUNCTIUN,8Xs 1ZHFUNMDISC 42
2CTION NO.) NOISC 43
l4 FORMAT(IT7,20X,FB.5,20X+16) MDISC ¢4
15 FORMATIZ12) MDISC 45
[ esssssescranseverotettaccsssacarnererrsancaranscreassss MOISC 46
READIZ' I.EIHJ(.MV MDISC 47
[ READ PRUBLEA PARAMETER CARD MDISC 48
100 READLMY +1)PR4PRL/KyMy{NCE) 4 I=14K) MDISC 49
c «PRUBLEM NUMBER (MAY BE ALPHAMERIC) MDISC 50
[+ «PRIBLEM NUMNBER (CLONTINUED) RKDESC 51
[ +NUMBER OF uRDUPS MDISC S2
[4 NUMBER OF VARI MDISC 53
.C «VECTOR OF LENGTH K CUNI’AINING SAMPLE SIZES MUISC 54
HRHE (MXs2) PRyIPRLGKIM MOISC 55
80 110 I=1,K MDISC 56
110 WRITE (MX13) 1.N{1) MDISC 57
WRITE (MX44) MDISC 58
c READ DATA ‘ MDISC 59
L=0 MDESC 60
DO 130 I=1,K MDISC ol
N1=Nt1) MDISC 62
B0 120 J=l,N1 MDISC 63
READ (MY5) [CMEAN{IJ),I13=1,M) MDISC 64
L=t+l MDISC 65
N2=L~N1 MDISC 66
00 120 IJ=1,M MDISC 67
N2=N2+N1 MDISC 68
120 XUN2¥=CMEANLIJ) MDISC 69
130 L=N2 MDISC 70
CALL DMATX (KeM,NyX+XBARs Dy CNEAN) MDISC 71
c PRINT MEANS AND PODLED DISPERSION MATRIX MDISC T2
L=0 MDISC 73
DO 150 I=1,K MDISC 74
DO 140 J=1,M MDISC 75
Lat+l MDISC 76
140 CMEAN{J}=XBAR(L) MDISC 77
150 WRITE (MXy6) 14(CMEAN(J) 1d=1,M) MDISC 78
WRITE {MX,7} MDESC 79
DO 170 I=1,M MDISC 80
L=1-M MDISC 81
DO 160 J=1.M MDISC 82
LaL+H MDISC 83
160 CMEAN(J)=0LL) MDISC 84
170 WRITE (MX48) [,(CMEANLJ)};J=1sN) MDISC 85
CALL HINV (DeM,DET,CMEAN,C) MDISC 86
CALL DISCR (KeMyNoX pXBARy Dy CMEAN, Ve CeP,LG) MDISC 87
c PRINT COMMON MEANS MDISC 88
WRETE(MX,9) (CHEANEI},I=14M) MDISC 89
c PRINT GENERALIZED MAHALANUBIS D—SQUARE MuISC 90
WRITE {(MX,10) V MOISC 9L
4 PRINT CONSTANTS AND COEFFICIENTS OF DISCRIMINANT FUNCTIONS MUESC 92
Nl=1 MDISC 93
NZ=H+1 MDISC 94
DO 180 I=1i,K MOISC 95
WRETE (MX+s1l)} [,4CCJ)yJ=N1sN2} MDISC 96
N1=NL+{M+1} MOISC 97
18C N2=N2+{ M+1) MOISC 98
4 PRENT EVALUATION OF CLASSIFICATION FUNCTIDNS FO EACH MOISC 99
4 DBSERVATION MDISCL00
WRITE (MX+12) MDISCLOL
N1=1 MDISCLO2
N2=N(1) MDISC103
00 210 1=1.K NOISCL04
WRITE (MX413) I MOISCLO5
L=0 MOISC106
DO 190 u=N1.+N2 MDISC107
L=L+l MDISCLO8
190 WRITE (MXs14) LyPLJ}4LGIJ} HD1SC109
IF{I-K) 20Cs 1CC, LCO MOIL
20C NL=NL¢N{I) MDlg(LZ::(lJ
N2=N2+N{1+1) . OIS .
210 CONTINUE :Dlsgikg
é:"gP MULSCile
/4 oup MDISCL1S
*STORE WS UA  MDISC
/7 XEQ MOISC 01

®LOCALMDISCyDMAT X MINV, D1 SCR
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FACTOR ANALYSIS

Problem Description

A principal component solution and the varimax
rotation of the factor matrix are performed. Prin-
cipal component analysis is used to determine the
minimum number of independent dimensions needed
to account for most of the variance in the original
set of variables, The varimax rotation is used to
simplify columns (factors) rather than rows
(variables) of the factor matrix.

The sample problem for factor analysis consists
of 23 observations with nine variables as presented
in Table 8. In order to keep the number of inde-
pendent dimensions as small as possible, only those
eigenvalues (of correlation coefficients) greater than
or equal to 1, 0 are retained in the analysis.

Table 8. Sample Data for Factor Analysis

Cbservation X, Xz X X4 Xs Xs X; Xg Xg
1 7 7 9 7 15 36 60 15 24
2 13 18 25 15 13 35 61 18 30
3 9 18 24 23 12 43 62 14 31
4 7 13 25 36 11 12 63 26 32
5 6 8 20 7 15 46 18 28 15
6 10 12 30 11 10 42 27 12 17
7 7 6 11 7 15 35 60 20 25
8 16 19 25 16 13 30 64 20 30
9 9 22 26 24 13 40 66 15 32

10 8 15 26 30 13 10 66 25 34
11 8 10 20 8 17 40 20 30 18
12 9 12 28 11 8 45 30 15 19
13 11 17 21 30 19 45 60 17 30
14 9 16 26 27 14 31 59 19 17
15 10 15 24 18 12 29 48 18 26
16 11 11 30 19 19 26 57 20 30
17 16 9 16 20 18 31 60 21 17
18 9 8 19 14 16 33 67 9 19
19 7 18 22 9 15 37 62 11 20
20 8 11 23 18 9 36 61 22 24
21 6 6 27 23 7 40 55 24 31
22 10 9 26 26 10 37 57 27 29
23 8 10 26 15 11 42 59 20 28

Program
Description

The factor analysis sample program consists of a
main routine, FACTO, and six subroutines:

CORRE

EIGEN are from the Scientific Subroutine

TRACE Package

LOAD
VARMX

DATA is a special input subroutine

Capacity

The capacity of the sample program and the format
required for data input have been set up as follows:
| 1. Upto 29 variables

2. Up to 99,999 observations

3. (12F6.0) format for input data cards

Therefore, if a problem satisfies the above con-
ditions it is not necessary to modify the sample
program. However, if there are more than 30
variables, dimension statements in the sample main
program must be modified to handle this particular
problem. Similarly, if input data cards are pre-
pared using a different format, the input format
statement in the input subroutine, DATA, must be
modified. The general rules for program modifica-
tion are described later.

Input

I/0 Specification Card

One control card is required for each problem and
is read by the main program, FACTO. This card
is prepared as follows:

For
Sample

Columns Contents Problem

1-6 Problem number (may be SAMPLE

alphameric)

7-11 Number of observations 00023
12 - 13  Number of variables 09
14 - 19 Value used to limit the 0001.0

number of eigenvalues of
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For Sample
Columns Contents Problem
14 - 19 correlation coefficients.
(cont) Only those eigenvalues

greater than or equal to

this value are retained in
the analysis. (A decimal
point must be specified.)

Leading zeros are not required to be keypunched,
but numbers must be right-justified in fields.

Data Cards

Since input data are read into the computer one
observation at a time, each row of data in Table 8
is keypunched on a separate card using the format
(12F6,0). This format assumes twelve 6-column
fields per card.

If there are more than twelve variables in a
problem, each row of data is continued on the second
and third cards until the last data point is key-
punched. However, each row of data must begin on
a new card.

Deck Setup

Deck setup is shown in Figure 22.

Data
cards
Control
card Last
problem
[
[
Data
cards
Control
card Second problem
Data
cards
Control
card First problem
/O Specification
card
VARMX

LOAD

TRACE

EIGEN

CORRE

DATA

FACTO

Figure 22. Deck setup (factor analysis)

170

Subroutines and main program
(including system control cards)

.



Sample

The listing of input cards for the sample problem is
presented at the end of the sample main program.

Output
Description

The output of the sample program for factor analysis
includes:

1. Means

2. Standard deviations

3. Correlation coefficients

4, Eigenvalues

5, Cumulative percentage of eigenvalues

6. Eigenvectors

7. Factor matrix

8. Variance of the factor matrix for each
iteration cycle

9. Rotated factor matrix

10, Check on communalities

Sample

The output listing for the sample problem is shown
in Figure 23.

Program Modification

Noting that storage problems may result, as pre-
viously described in "Sample Program Description",
program capacity can be increased or decreased by
making changes in dimension statements. Input data
in a different format can also be handled by providing
a specific format statement. In order to familiarize
the user with the program modification, the following
general rules are supplied in terms of the sample
problem:

1, Changes in the dimension statements of the
main program, FACTO:

a. The dimension of arrays B, D, S, T, and
XBAR must be greater than or equal to
the number of variables, m, Since there
are nine variables in the sample problem
the value of m is 9.

b. The dimension of array V must be
greater than or equal to the product of m
times m. For the sample problem this
product is 81=9x 9,

c. The dimension of array R must be

(m+1)m

greater than B

FACTOR ANALYSISsasqaSAVPLE

KO, OF CASES 23
O, OF VARIABLES @

VEANS.
9,30438 12052869 23450080 18.0000a 1286956 26202008 sa.00000 1asense
23.13081

STANDARD OEVIATIOUS
2470811 nes9970 5033827 8033393 2023700 Feaylay aweatazn 3030803
8,09249

COARELATION COEFFICIENTS

=0 1
100000 Co3aste  0,11970 0.12304 0:21937  -0.09%48  0.20901  =0.12968 vaussr?
Row 2

0138088 1000000 Quaisil 0438877 -0,08267  -0.09100  0.79872  -0.320we ueanset
aov 3

0.197¢  saeidnl 150000 0.,61512 =0.e3175 =0.08345  ~0a13Z>) viazis vieT832
aow s

s.12101 0.33372 casiniz 1.00000  =0.32207  ~D.5036s  OupESS  D.22539 uisveve
aow s

0:21917  -0.08242  ~0.e2178  ~0.31z87 1.00000  -0.22999  0.03310  -0.00sT5  =0.ju3el
aon &

0409345 =0.09100  =.083e5  ~0.50366  =0.2295% 1400080 wDa4M520 <D25AR0 -uesTebe
aow 7

D.20901 0429622 =2.13251  0.69835  D.03310  -0.A6320 1400000 -D.28089 080143
"ow 8

~o.2908  -c.32088 0493215 0.22339  ~0.T0ATS  —0,25k40  -Daz80e9 leo0o0s  oaianis
now @ 5

0.03317 033307 0.27832  0.39850  S0.303el ~0.3Ta36  Quedl2  O.3nlb 1.08000

E10ENVALUES
2.94588 66370 1059318 106581

CUMULATIVE PEACEXTAGE OF EIGENVALUES
032176 0431039 REHT

0:80161
EIGENVES TORS
vECTOR 1
Deleert Do3AEYS  0a20787  0.AT60  ~0.18808  ~0.32921  Ou3¥935  0.01287  weaTSle
veetor 2
9034835 0.08351  ~Dusabus  =0u11393  Gu6120%  ~0,26477  0.388HY  ~0.24BGa  =U\UnOLs
VECTOR )
“0a79099  -0ua8B25 0423833 OLITITT 0L1eM67  =0.038e3  0.01680  U.el58T  Ual2etU
VECTOR A
Oa3A860  0u16907 0438268 O.Galsl 0430538 ~0,1616)  =Ds63410  D.a0283  -va23Tes
FACIOR WATRIZ ¢ & RaCTOAS)
VARIABLE 1
0,2n231 0.4re53  =0.37286  oussd0d
vARLAGLE 2
0,39830 0,00395  ~0.59393  o.17ase
vARIABLE 3
0.a%a59  =0.37280  -0.293e7  0.39520
viRlABLE +
0.33791  ~0.13248 2.21873  D.0e297
vaaasLE 5
“a.28865 2,784 oasoez  0.33328
VARIABLE 6
036563 -0.31082  -0.38363  =0.isbus
varpsgie 7
a.sases ERETER 2.02368  ~aqussals
VARLABLE &
0.02211  =0.31852  D.76M0Z  G.e1387
vaRLABLE 9
0.01853  -0.0TTID 0.15350  ~0.26859
TERaTION VARIANCES
creLe
o a.211788
3 2.338136
2 3 o
H
.
5
s
7
I
3
1B
1
12 0.403587
ROTATED FACTOR WATAIX | o FAZTORS!
vaRTAALE 1
0.03437 9.07083  -0.03378  w.eselr
vamlanie 2
0429328 “0.39852  =n428380  0.608a%
VARTABLE 3
0135113 =0.02493  0.13082 0432980
L VARIARLE &
074000 =oumlant ov2usre  ouu3vny
vaR[aBLE 3
~0.0909¢ .m0682 ca13328 0039228
vARIABLE 6
“0.68285  -0.21579  -3,44983  -0.2050%
VARIARLE 7
0.88998 ©.18285  -0,3em18  g.oa030
vaRldoLE A
PACIB0Z  -0.0549%  3.91373  ~o.19987
VARIABLE ®
040831 -0.3278%  0,00983  =0.0237%
CHECK DN CoMMyNALTTIES
variaaLe BRIGINAL Flna DIrFERENCE
3 0273409 c.T300% 200500
2 0.7368e 273647 ©29000:
3 0.81s86 2081063 .00200
. 0579930 3079953 9.00000
< 0.83109 sia3iup 9.06991
o 9.73725 a.1sr2e 0.00000
3 9:92006 5292008 0,001
" B.86eTe au2eets 0400001
o SeT3852 9573850 2420200

Figure 23. Output listing
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For the sample problem, this number is
_(9+1)9
45 = —5
2. Changes in the input format statement of the
special input subroutine, DATA:

a. Only the format statement for input data
may be changed. Since sample data are
either one- or two-digit numbers, rather
than using six-column fields as in the
sample problem, each row of data may
be keypunched in two-column fields,
and, if so, the format is changed to
(9F2,0)., This format assumes nine 2-
column fields per card, beginning in
column 1.

b. The special input subroutine, DATA,
is normally written by the user to
handle different formats for different
problems. The user may modify this
subroutine to perform testing of in-
put data, transformation of data,
and so on,

Operating Instructions

The sample program for factor analysis is a standard
FORTRAN program. Special operating instructions
are not required. Logical unit 2 is used for input,
and logical unit 1 is used for output.

Error Messages

If the number of factors to be rotated is one or zero,
the following message will be printed:
ONLY FACTOR RETAINED, NO ROTATION,
The program skips rotation and goes to the next
problem if it is present.

Sample Main Program for Factor Analysis - FACTO

Purpose:
(1). Read the problem parameter card, (2) Call
five subroutines to perform a principal com-
ponent solution and the varimax rotation of a
factor matrix, and (3) Print the results.

Remarks:
1/0 specifications transmitted to subroutines by
COMMON,
Input card:
Column 2 MX - Logical unit number for
output.
Column 4 MY - Logical unit number for
input.

172

Subroutines and function subprograms required:

(which, in turn, calls the subroutine named DATA.)

CORRE
EIGEN
TRACE
LOAD
VARMX

Method:
Refer to "BMD Computer Programs Manual",
edited by W. J. Dixon, UCLA, 1964,

/7 FOR
*10CSICARD, TYPEWRITER 1132 PRINTER)
*ONE WORD INTEGEKS

¢ SAMPLE MAIN PROGRAM FOR FACTOR ANALYSIS = FACTO FACTO )
4 THE FOLLOWING DIMENSIONS MUST BE GREATER THAN OR EQUAL TO THE FACTO 2
C NUMBER OF VARIABLESs Mas FACTO 3
OIMENSION B(29)+D(29)15(29)9T125) ¢ XBARI29) FACTOMOL

C THE FOLLOWING DIMENSION WUST BE GREATER THAN OR EQUAL TO THE FACTO 5
C PRODUCT OF M#Mq, FACTO 6
OIMENSION ViBel) FACTOMO2

C THE FOLLOWING DIMENSION MUST BE GREATER THAN OR EQUAL TO FACTO @
C (MelleM/24, FACTU 9
DIMENSION Ri435) FACTOMO3

4 THE FOLLOWING DIMENSION MUST BE GREATER THAN UR EQUAL TO 5les FACTU 11
DIMENSION TVi51) FACTO 12

COMMON MX MY FACTO 13

1 FORMAT(///721H FACTOR ANALYSISvesesA%sA2//3X912RN0e OF CASESsoXs FACTC 14
116/3X916MHNOs OF VARIABLES+16/) FACTO 1%

2 FORMAT(//6H MEANS/(8F1545)! FACTO 16

3 FORMAT(//20H STANDARD DEVIATIONS/{8F15.5})1} FACTO 17

& FORMAT{//25H CORRELATION COEFFICIENTS} FACTO 18

5 FORMAT(//4H ROWsI3/(10F1245)) FACTO 19

6 FORMAT(//712H E!GENVALUES/L10F125)) FACTO 20

7 FORMAT(//3TH CUMULATIVE PERCENTAGE OF EIGENVALUES/(10F12¢51) FACTY 2}

8 FORMAT(///13n EIGENVECTORS) FACTO 22

9 FORMATI//TH VECTORy14/110F12451) FACTO 23

16 FORMAT(///leH FACTOR MATRIX (+13,9H FACTORS)) FACTO 24

11 FORMAT{//YH VaxlaBLE,I3/110F12.5)} FACTU 25

12 FORMAT(///10H ITERATIUN,TX, 9HVARIANCES/8H  CYCLE} FALTO 26

13 FORMAT( 10,F20.6) FACTO 27

L4 FURMAT(///240 RAOTATED FACTOR MATRIX (413,49H FACTGRSH) FACYO 28

15 FORMAT(//94 VARIABLE,[3/010F12.5)) FACTU 29

16 FORMAT(///23H CHECK UN COMMUNALITIES//9H VARIABLE.7X,8HORIGINAL, FACTO 30
112X, 5HF INALY 10X, LOHDIFFERENCE} FACTO 31

17 FURMAT{ Ios3FLl8.5) FACLTD 32

18 FURMAT{A%4,A2413412,F6.0) FACTG 33

19 FORMAT{//5H ONeYs12430H FACTOR ReTAINED. NO ROTATIUN ) FACTO 34

20 FORMATI2I2) FACEG 35
READ{2420)MX MY FACTO 36

c READ PROBLEM PARAMETER CARD FACTO 37
100 READ (MY, 18)PR,Pxl,NyM,CON FACTO 38

[ PRe PROBLEM NUMBER {MAY BE ALPHAMERIC}) FACTO 39
C PRI PROBLEM NUMBER (CONTINUED) FACTQ 40
[4 Noo NUMBER UF CASES FACTU 41
c Movas NUMBER OF VARIABLES FACTO «2
[ CUNeeosansa CUNSTANT USED TO DECIOE HOW MANY EIGENVALUES FACTO 43
c T0 RETAIN FACTO 44
WRITE (MK, LIPR,PRLyN M FACTO 45

10=0 FACTIO 4o

X=0.0 FACTO 47

CALL CORRE (NyMyI0s X1 XBARy S VeRsDadsT) FACTUO 48

[4 PRINT MEANS FACTU 49
WRITE (MA, 2} (XBARLS)sd=1,M) FACTU 50

[ PRINT STANUARD DEVIATIONS FACTD o1
WRITE (MA43D(S(J}rd=leM) FALTO 52

4 PRINT {JRRELATION COEFFICIENTS FaCTO 53
ARITE (MXy4) FACTO 54

00 120 I=1L.M FACTO 55

00 110 J=1,M FACTO Sa
IF(I-J) 102y 104, LO4 FACTO 57

102 L=l+iJ*=a-J)/2 FACTD 54
G0 T 110 FACTO 59

104 L=JelI=1-1)72 FACTD 60
110 DCJ}=R{L) FACTQ ol
120 WRITE (MX,511,10(u)yd=isM) FaCTu &2
MV=0 FACTO 63

CALL EIGEN (R,VyMiMV) FACTO o4

CALL TRACE (M,R,CONyKeD) FALTO 65

4 PRINT EIGENVALUES FACTO 66
D0 130 I=1,K FACTY 67
L=i+lisl-1)/2 FACTO o3

130 stI)=R{L) FaCTO 69
WRITE (MX,6){S(J),d=14K) FACTO 70

c PRINT CUMULATIVE PERCENTAGE OF cIGENVALUES FACTO 71
WRITE (MR, TIIDES)yd=1,K) FAaCTC 72

[ PRINT EIGENVECTORS FACTO 73
WRITE (MX,8) FACTO 74

L=0 FACTO 75

00 150 J=1,K FACTO 76

DO 140 I=i.M FaLTO 77

Lat+l FACTO 7o

14C DEII=viL) FACTU 79
150 WRITE (MX,9)J,(0D01)41=1,M) FaCTy 30
CALL LOAD (MeKeR1V) FALTO bl

< PRINT FACTOR MATRIX FalTu 82
ARITE (MX,100K FACTO 83

00 180 I=14m FACTO 84

DD 170 u=1,K FACTO 85
LEMELI-L) FACTU 86

170 pid=viL) FALTO &7
13C WRITE (MX, LI I 4D€J),d=14K) FACTQ a8
[F{K-1) 185, 185, 188 FALTU 89

185 WRITE (MX,4193K FALTOD 90
0 TO 100 FACTO 91

138 CALL VARMX (MyRKsVyNCsTV4B,F,0) FACTD 92

$



[ PRINT VARIANCES FACTO 93

NV=NC+ 1 FACTO 9%
WRITE {MXy12) FACTD 95
00 190 [=1oNV FACTU 3¢
2l FACTD 27
NC=1-1
190 WRITE IMXs13)INC,TVLE) FACTU 498
[ PRINT ARDTATED FACTUR MATREX FACTU 99
WRITE (MX,14)K FALTULOO
D0 220 I=L,M FacTolol
00 21C J=1.K FALTOLO0Z
L=px(I-11+1 FALTO1G3
210 St =VIL) FALTOL04
220 WRITE(MXgL3010S04) 0d=heK) FACTULOS
c PRINT CIMMUNALIT IES FALTOLO6
WRITE (MXs16) FA9T0107
DO 230 t=lsM FACTOLU8
230 WRITE (MXsL1701,8000,T013,211) ::ggig:
‘;?m‘“ 1e0 FACTOLLL
74 DupP
#STORE WS UA  FACTD
/7 XEQ FACTO 01
*LOCALFACTOs CORRE s c I GEN, TRACE s LOAD s VARMX
12 1
SAMPLE0002309000140 2
7 7 9 13 36 60 15 24 3
13 18 28 15 13 35 61 18 30 “
9 18 24 23 12 43 62 14 31 5
7 13 25 36 11 12 83 26 32 6
5 ] 20 T 15 46 18 28 15 7
10 12 30 11 10«2 27 12 17 ]
7 & 1 T 15 35 60 20 25 9
16 19 25 16 13 30 6 20 30 10
9 22 26 24 13 40 66 15 32 1
8 15 26 30 13 10 66 25 34 12
8 10 20 8 17 40 20 30 18 12
9 12 28 11 8 43 30 15 19 14
11 17 21 30 10 45 80 17 30 15
9 16 26 21 16 31 %9 19 17 16
10 18 26 18 12 29 48 18 26 17
11 11 30 19 19 26 87 20 30 18
16 9 16 20 18 31 60 21 17 19
9 8 19 16 16 33 &7 9 19 20
7 18 22 9 18 37 62 11 20 21
8 11 23 18 9 3 6L 22 24 22
6 6 271 23 7 40 55 26 31 23
10 9 26 26 10 37 87 21 29 24
8 100 26 15 11 &2 59 20 28 H
SANPLE INPUT SUBROUTINE - DATA
PURPUSE
READ AN UBSERVATION (N OATA VALUES) FRON INPUT DEVICE.
THIS SUBRGUTINE IS CALLED BY THE SUBROUTINE CORRE AND MUST
BE PROVIDED BY THE USER. IF SIZE AND LOCATION GF DATA
FIELDS ARE DIFFERENY FROM PROBLEN TO PROBLEM, THIS SUB~
ROUTINE WUST BE RECONPILED WITH A PROPER FORMAT STATEMENT.
USAGE
CALL DATA (M,D)
DESCRIPTION OF PARAMETERS
M - THE NUMBER DF VARIABLES IN AN OBSERVATIDN.
0 -~ OUTPUT VECTOR OF LENGTH M CONTAINING THE CBSERVATION
DATA.
REMARK S
THE TYPE OF CONVERSION SPECIFIED IN THE FORMAT NUST BE
EITHER F OR E.
SUBROUTINES AND FUNCTION SUBPROGRANS REQUIRED
NONE
SUBROUTINE DATA {M,0) DatTa 1
DIMENSION D(1) NATA ?
COMMON MX, MY NATA 3
1 FORMAT{12F6.01 0aTa 4
C READ AN DBSFRVATION FROM INPUT DEVICE. DATA A
READ (MYy1) 1DCI) 121,84} DaTA &
RETURN DATA T
END NATA a

TRIPLE EXPONENTIAL SMOOTHING

Problem Description

Given a time series X, a smoothing constant, and
three coefficients of the prediction equation, this
sample program finds the triple exponentially
smoothed series S of the time series X.

Program

Description

The sample program for triple exponential smoothing
consists of a main routine, EXPON, and one sub-

routine, EXSMO, from the Scientific Subroutine
Package.

Capacity

The capacity of the sample program and the format
required for data input have been set up as follows:

1. Up to 1000 data points in a given time series

2, (12¥6.0) format for input data cards

Therefore, if a problem satisfies the above con-
ditions it is not necessary to modify the sample
program. However, if there are more than 1000
data points, the dimension statement in the sample
main program must be modified to handle this par-
ticular problem. Similarly, if input data cards are
prepared using a different format, the input format
in the sample main program must be modified. The
general rules for program modification are de-
scribed later.

Input

1/0 Specification Card

One control card is required for each problem and
is read by the main program, EXPON, This card
is prepared as follows:

For
Sample
Columns Contents Problem
1-6 Problem number (may be SAMPLE
alphameric)
7 - 10 Number of data points in 0038
a given time series
11 - 15 Smoothing constant, 0.1
(0.0 < @ < 1,0)
16 - 25  First coefficient (A) of 0.0
the prediction equation
26 - 35 Second coefficient (B) of 0.0
the prediction equation
36-45 Third coefficient (C) of 0.0

the prediction equation

Leading zeros are not required to be keypunched,
but numbers must be right-justified in fields.

Data Cards

Time series data are keypunched using the format
(12F6.0). This format assumes that each data point
is keypunched in a six-column field and twelve fields
per card.
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Deck Setup - Program Modification

Deck setup is shown in Figure 24, Noting that storage problems may result, as pre- A
viously discussed in ""Sample Program Description",
Sample program capacity can be increased or decreased by
making changes in the dimension statement. Input
The listing of input cards for the sample problem is data in a different format can also be handled by
presented at the end of the sample main program. providing a specific format statement. In order to
familiarize the user with the program modification,
Output the following general rules are supplied in terms of
- the sample problem; ¢
Description 1. Changes in the dimension statement of the
main program, EXPON:
The output of the sample program for triple exponen- The dimension of arrays X and S must be o
tial smoothing includes: greater than or equal to the number of data points in
1. Original and updated coefficients time series, NX, Since there are 38 data points in
2. Time series as input and triple exponentially the sample problem, the value of NX is 38,
smoothed time series. 2. Changes in the input format statement of the
main program, EXPON:
Sample Only the format statement for input data may be
changed. Since sample data are three-digit num-
The output listing for the sample problem is shown bers, rather than using six-column fields as in the
in Figure 25, sample program, each data point may be keypunched

in a three-column field and 24 fields per card. If
so, the format is changed to (24F3.0).

Control Last problem
card
®
)
L]
Data
cards
Control
card Second problem
Data
cards
=
Control
card First problem

I/O Specification
card

4§

EXSMO

EXFON Subroutine and main program
(including system control cards) ’

Figure 24. Deck setup (triple exponential smoothing)
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TRIPLE EXPONENTIAL SMOOTHINGsess e SAMPLE

Sample Main Program for Triple Exponential

NUMBER OF DATA POINTS 38

SMOOTHING CONSTANT 04100 SmOOthing _ EXPON
-] [

COEFFICIENTS A Purpose:

ORTGINAL 0.00000 0400000 0400000 (1) Read the problem parameter card and a time

series, (2) Call the subroutine EXSMO to smooth

UPDATED 484480169 1e71278 0+04165 A . .
the time series, and (3) Print the result.
SMOOTHED DATA
INPUT DATA (FORECAST) Remarks:
430400006 430400006 . . .
4261400006 426400006 A smoothing constant specified in the problem
42240 6 .
419400006 418400006
414200006 414229998 parameter card must be greater than zero but
413400006 410423993 s .
412400006 407408990 less than one in order to obtain reasonable
40900006 404466839
411400006 402422406 results,
417400006 401425134 N s s
422100006 402164602 1/0 logical units determined by MX and MY,
430400006 40561694 .
438400006 4104716417 respectively.
441400006 417447027
447400006 423+99908
455400006 431418335 . . .
461,00006 439443420 Subroutines and function subprograms required:
453,00006 467487902
448400006 452421600 EXSMO.
449,00008 454410571
454400006 455480731
463400006 45Be¢54632
470400006 463430535 Method:
472400006 469406439 . .
476400006 aTa09521 Refer to R. G. Brown, "Smoothing, Forecasting
. .
483400006 484438598 and Prediction of Discrete Time Series",
48700006 48Re94592
491400006 493450836 $ e
49100006 PEIEEIES: Prentice-Hall, N. J., 1963, pp, 140 to 144,
485400006 501466992
486400006 502412536
482400006 502446427 /7 EOR
479400006 501416723 ®1GCS(CARD, TYPEWRITER, 1132 PRINTER)
*0ONE WORD INTEGERS
SAMPLE MAIN PROGRAM FOR TRIPLE EXPUNENTIAL SMOOTHING — EXPON EXPUN 1
[4 THE FOLLOWING DIMENSION MUST BE GREATER THAN OR EQUAL TO THE EXPON 2
4 NUMBER OF DATA POINTS IN A GIVEN TIME SERIES. EXPON 3
OIMENSION X{1000},5{1000) EXPON 4
1 FORMAT(A4142,144F5,0,3F10.0) EXPON 5
2 FORMAT(12F6.0} EXPON 6
3 FORMAT(////34H TRIPLE EXPONENTIAL SMOOTHING«e.s.3A%142//22H NUMBEREXPON 7
479400006 498492730 L OF DATA PGINTS,16/15H SMOOTHING CONSTANT,E9.3/} 8
476400006 496484124 4 FORMAT(//13H COEFEICIENTS 9Ky 1HA ) 14X s 1HBs 14X, 1KC) EXPON 9
472400006 494000787 5 FORMAT(//9H GRIGINAL+F 19.5,2F15.5) EXPON 10
470400006 490430413 © FORMAT{//8H UPDATED,F20.552F15 .5/} EXPON L1
T FORMATI//27X+13HSMOOTHED DATA/TX,10HINPUT DATA12X,10HIFORECAST)) EXPON 12
8 FORMAT{F17.5,8X4F15.5) EXPON 13
N - e 9 FORMATL212) EXPON 14
Figure 25. Output listing READ(Z 4 9) MX , MY EXPON 15
c READ PROBLEM PARAMETER CARD EXPON 16
100 READ {(HMY,1) PhoPRIsNXsALArBeC EXPON 17
c PRUBLEM NUMBER {MAY BE ALPHAMERIC) EXPON 18
[4 PROBLEM NUMBER (CONTINUVED) EXPON 19
4 NUMBER OF DATA POINTS IN TIME SERIES EXPON 20
[ Alcses s SHODTHING CONSTANT EXPON 21
[4 ArBeCeaosCOEFFICIENES OF THE PREDICTION EQUATIGN EXPON 22
WRITE (MX,3) PRyPRL¢NX,AL EXPQON 23
. . c PRINY URIGINAL COEFFICIENTS EXPON 24
Operating Instructions WRITE (HXy4) EXPON 25
WRIVE (MX45) AyBeC EXPON 26
14 READ TIME SERIES DATA EXPON 27
READ (HY42) (X{E),l=LoNX} EXPON 28
0 : CALL EXSHD (X+NXyAL +A+BsCrS) EXPON 29
The sample program for triple exponential smooth- c PRINT UPDATED' COEFF IC1ENTS Expon 30
. WRITE {MXs6) A,8,C EXPON 31
ing is a standard FORTRAN program. Special c PRINT INPUT AND SMOOTHED DATA EXPON 32
. . . WRITE (MX4T) EXPGN 33
oper i D0 200 I=1,NX EXPON 34
perating instructions are not required. Logical P Expan 34
s s s s . . H
unit 2 is used for input, and logical unit 1 is used oo e Expon 37
// DUP
for output. #STORE WS UA  EXPON

4/ XEQ EXPON

12
SAMPLE 38 0.1 0s0 0.0 0.0
430 426 422  Al19  ala Al3  al2 409 411 1T 422 430
430 a4l AAT 4855 451 453 448 449 454 463 ATO  aT2
476 4BL 483 48T 491 492 483 486 482  4T9  AT9 476
472  ATO

LY X A YO

MATRIX ADDITION

Problem Description

An input matrix is added to another input matrix to
form a resultant matrix. Each set of input matrices
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and the corresponding output matrix is printed. The
procedure is repeated until all sets of input matrices
have been processed.

Program

Description

The matrix addition sample program consists of a
main routine, ADSAM, and four subroutines:

MADD } are from the Scientific
LOC Subroutine Package
MATIN are sample subroutines
} for matrix input and
MXOUT output
Capacity

Matrix size has arbitrarily been set at 650 data
elements. Therefore, if a problem satisfies the
above condition, no modification in the sample
program is necessary. However, if there are more
than 650 elements, the dimension statement in the
sample main program must be modified to handle
this particular problem. The general rules for
program modification are described later.

Input
1/0 Specification Card

Each input matrix must be preceded by a control
card with the following format:

For
Sample
Columns Contents Problem
1-2 Blank
3-6 Up to four-digit identifi- 0001
cation code
7 - 10 Number of rows in 0008
matrix
11 - 14 Number of columns in 0011
matrix
15 - 16  Storage mode of matrix 0

0 for general matrix
1 for symmetric matrix
2 for diagonal matrix

176

Each input matrix must be followed by a card
with a 9-punch in column 1.

Data Cards

Data cards are assumed to have seven fields of ten
columns each. The decimal point may appear any-
where in a field, or may be omitted; however, all
numbers must be right-justified. The number in
each field may be preceded by blanks. Data ele-
ments must be punched by row. A row may continue
from card to card. However, each new row must
start in the first field of the next card. Only the
upper triangular portion of a symmetric or the
diagonal elements of a diagonal matrix are con-
tained on data cards. The first element of each new
row will be the diagonal element for a matrix with
symmetric or diagonal storage mode. Columns 71-
80 of data cards may be used for identification, se-
quence numbering, etc.

A blank card after the last pair of input matrices
terminates the run.

Deck Setup

The deck setup is shown in Figure 26.
Sample

A listing of input cards for the sample problem is
presented at the end of the sample main program.

Output
Description

Both sets of input matrices and the output matrix are
printed. The resultant matrix is printed for any
sized array as a general matrix regardless of the
storage mode. Each seven-column grouping is
headed with the matrix code number, dimensions,
and storage mode., Columns and rows are headed
with their respective number., The code number for
the output matrix is derived by adding the code
numbers for the input matrices.

Sample

The output listing for the sample problem is shown
in Figure 27.

Program Modification

Noting that storage problems may result, as pre-
viously described in "Sample Program Description",
the maximum matrix size acceptable to the‘sample

)



Card with §
in col, 1

Data Cards
for B

Control
Card for B

Run termination Blank Card

Card with 9
in col, 1

Data Cards
for B

Control

Last
Card for b problem

Card with 9
incol, 1

Data Cards
for A

Control
Card for A

1/O Specification

card
Loc
—
MATIN
MXouT
—
Subroutines and main program

MADD (including system control cards)

ADSAM

Figure 26. Deck setup (matrix addition)

program may be increased or decreased by making
the following changes in ADSAM:

1. Modify the DIMENSION statement to reflect
the number of elements for A, B, and R.

2. Insert the same number in the third param-
eter of the two CALL MATIN statements (20 and 45).
The output listing is set for 120 print positions

across the page and double spacing. This can be

First problem

changed by means of the last two arguments in the
three CALL MXOUT statements in ADSAM (state~
ments 40, 80, 90).

Operating Instructions

The matrix addition sample program is a standard
FORTRAN program, Special operating instructions
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are not required, Logical unit 2 is used for input,
and logical unit 1 is used for output.

Error Messages

The following error conditions will result in mes-
sages:

1. Reserved storage area is too small for
matrix: DIMENSIONED AREA TOO SMALL FOR
INPUT MATRIX (matrix code no.), GO ON TO
NEXT CASE,

2. Input matrices do not have the same dimen-
sions: MATRIX DIMENSIONS NOT CONSISTENT.
GO ON TO NEXT CASE.

3. Number of data cards does not correspond to

that required by parameter card: INCORRECT
NUMBER OF DATA CARDS FOR MATRIX (matrix
code no.). EXECUTION TERMINATED,

Error conditions 1 and 2 allow the computer run
to continue. Error condition 3, however, termi-
nates execution and requires another run to process
succeeding cases.
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nATRIX
ow
wow

Rrow
20w

aow
aow
wow
aow

PRI

wararx

Row
Row
20w
20w
How
Y

Rrow

maTRIX

Row

ROw

MATRIZ

oW

natREx

Row

R0

XD OF CASE

Figure 27. Output listing

1

a Rows

coLuxn 1

1
2
H
.
s
s
7

047601008 00
0.688408E 0O
04100000€ 01
04696326E 0O
0.748604E 00
0u875175E GO
04332910602

0.4299475 A

8 ROws

cotumn 7

1
2
H]
.
s
s
7

o.sa7s60€ 00
0,401087€ 00
o.128078¢ 00
01829964€ 00
0.873713€ 00
0.610029€ 00
0430119002

Q.388967€ 00

& Rows

coLuun 1

2
coLumn

1

2

3

.

s

s

7

3
coLuun

1

H

3

.

s

6

3
coLumn
1
2z

04730730E 06
QuTansasE GO
0.263391E 00
0,696326€ 0O
04875176E 00
D.TARSBAE DO
04863591€ 00
047401008 00

o nows
7
0.879201€ 00
0,673713€ 90
0.781207€ 00
94829984€ 00
9.810829€ 00
0,673713€ 00
ouT81287E 00

04687660€ 00

s Rows
1
o.181085E 03
04140909€ 01
0,196359€ 01
0.139283E 01
0-141986€ 01
01 14198E O

048869206 0O

04119004 0%

8 wows
7
04136886E 01
Os127aB0E B
04130978€ 01
0,125992E 01
04128434 01
0.128434€ 01
0.786299€ 00

041078526 01

11 couukns.
H
0,627160F 0O
©,100600F 01
046644008 00
0.574858€ 00
Se814639€ 00
04357106E 6O
04274700E~02

0.334757F 00

11 CoLuns
s
2.678176¢ 00
04357106€ 00
u837340€ 00
046295008 00
04350507 00
04279150602
04610829¢ 00
0.100000€ 02

11 coLumns
2

01819468€ 00
0u814439E 00
007128726 00
0.374558€ 00
0.55710¢€ 00
Ca3ea39E 00
047125726 00
04827180F 00

11 COLUMNS
]
04726121F 00
0us26610€ 0O
c.sa38708 00
©4100000F 01
0.1284 708 00
Ore29%62¢ 00
9.760100¢ 00

0.696326E 00

11 COLUMNS.
2
0,124660€ 01
0.1626a8E 01
0.137696E 01
91169118 01
0.117136¢ 01
0.117136€ 01

0.735319¢ 0O

04901937€ 00

11 Couumns
il
04139929€ 01
0.118152¢ Ot
oa122121€ 01
041629%0E 0L
0.108398€ 01
0.a32734€ 00
041370936 01

0.189832¢ 01

STORAGE KODE O

0.

El “ s
0,1UU00CE 01 GsTUBSBE 00 0.4USSSIE 0O
0.627180E G0 O.619488E 00 0.35¢757€ 00
0,760100E 90 ©C.75073CE 00 D.AZ99ZE 00
046573108 GO 0.649226E 00 0.371B0CE 00
07029305 00 O.69AII0E OO 0.397620E 60
0,637344E 00 0s629304E 00 0363307 00
0.3142606=02  0.310390E-02  Ga177780-02
0.005351E 0O 0.AD0BSPE 00 UL100UOQE DL

STORAGE NGOE O

9 10 1
04863591E 00 0.T4m666E OO Gab983Z6E 00
0.712572E 00 0.61443¥E 00 0.37T435HE 00
04815202E U0 0.7TOZ¥3BE VO 0.637310E 00
0.80S176E 00 0uT4IIQE 00 0.849224E 00
0.461109 00 0.397820E 00 0.3718008 00
0,781267E GO C.673TIIE 00 0.629¥84E €O
047241216 U0 0.528410E 00 Q.3BISTOE GO

STORAGE KODE O

3 . s
0708664 0O 0100000 OF  0.40DHSIE 00
0.7029586 00 0.694310E 00 043976206 00
0.815202E 00 0.BUSITeE O 0.461109E 0O
0,637310E 00 O.6e9224E 00 0.371BOCE 0O
0.63T344E 0D 0.629504€ 00 0.3803075 GO
0.702953% 00 0e694310FE 80 0.397820E 0O
0,015202€ UG U.g0SIT4E 00 U.4SLLC9E 0O
0.100000E 01 04700684E 00 01405831 0O

STORAGE MODE ©

) 10 1
0,100000F G} UeT98G6BE 00 C.T46BUSE 0O
04798660E CO  0.10G00CE 01 0.843974E 00
Q4746803E OO 0.6e3978£ 00 04100G00E O
0.564408E D0 G.TADI00E 00 0.T5070E 90
0.6UI0ATE 00 0ab8766UE 0O 0.7¥Z0IE 0O
043587576 0O 04403031 00 0.4G0BIVE QO
©.627180E 00 0.30UCOCE 01  0.70B6BaE 00
05745506 00 0.65TIL0E 00 0.6a¥224E 0O

STORAGE MODE O

3 . s
0,170868E D1 U.170858E 01 ULBUSTLLE O
041330136 01 0.131377€ 01 0.7$2377€ 0D
0.137530E ©I  0:195892€ 01  0,8v1052€ 00
041314626 O 0.412004a 01 0.743800E OO
0,134030E 01 0.132381F O1  U.T5B127E UO
04134030E 01 04132381 01 0,75#127€ 0O
0.018344€ 00 0.808277E 00 0.462887E A0
0,160585€ 01 0.110954E O3 0,140583€ 01

STORAGE WOOE 0

® 10 n
0.186359€ 01 0.156335E 01 G.lew3idg 01
0.131124E 01 0.161aa3E GL  0.321653E 01
0.136200E 01 0.13¢693E Ol  0,165731E 01
01869586 01 OuleSaslf OL  0,139997E O
0,1062196 G1 041008206 01 0,203100¢ 01
043563276 00 04a00930F DO 0.403738E 00
0.140B48E 01 O.1STITIE 0} 0.133864E O
043290686 01 041201726 01 0,123309E 01

o
04314260€~02
0427400602
0.332940E-02
0.2070906-02
0.307890E-02
0,279180€02
00100000E 01

04177760€-02

0.3103908-02
0.307890E-02
0357050602
v 2u78v0E~02
0,279150¢-02
04307890402
0.357050E-02

04314260E-02

o
Orbeuo20E-0e
0,582590€-02
01689939-02
0575 T40E=02
0.5070e0E-02

01587060€~02

e.100387€ 01
0.492020€-02

3

"

B




000033291 040027470 040031426 040031039 040017776 1.0000000 000030119 185

. s sps 046108296 047812876 046737132 046299642 16
Sample Ma'ln Prog_‘ram for Ma’trl‘x Addltlon = ADSAM 0446299425 03547576 0,4088519 044008593 1.0000000 040017776 043889673 17
10000000 0¢7241218% 046244183 043838704 18
fww\« s 19
¢ 00020008001100 20
N Purpose: 047507505 046194650 047086843 140000000 044008593 040031039 066792011 21
. 047241215 140000000 0.7986602 Os 7668050 22
: : 07546045 046144597 007029582 046943108 003976204 000030789 006737132 23
Matrix addition Sample program, 046244183 0.7986682 1.0000000 0.6439786 24
048633910 047125728 0.8252021 0.8051740 044611099 0.0035705 0.7812874 28
0+5838T704 0e746B0%50 0.6439786 140000000 26
0s6963269 045743585 046373101 006492243 03718001 00028789 004299642 27
Remarks- 10000000 046644085 07601008 0+7507505 044299425 040033291 07284706 28
. 0.6751766 0.5571068 0,6373449 046295047 043605070 0,0027915 046108296 29
:£s 5 3 3 047284786 046010878 046876602 046792011 043889673 0,0030119 140000000 30
1I/O specifications transmitted to subroutines by 047646865 046144597 0.7029582 006943108 043976204 040030789 0+6737132 a1
COMMON 006299425 043847574, 044038519 044008593 140000000 040017776 03885673 32
. 048635910 047125728 048152021 0.8051740 044611099 0.,0025705 07812874 33
047601008 0.6271802 1.0000000 0,7086843 044058515 040031426 046876602 2%
Input card: 047601008 046271802 1.0000000 0,7086843 044058519 0,0031426 046876602 15
N . 066963269 045745585 0.6573101 046492243 043718001 0,0028789 06299642 36
Column 2 MX - Logical unit number for 4 i
2
output.
Column 4 MY - Logical unit number for PP —————
input. SE
READS CONTROL CAND AND MATRIX DATA ELEMENTS FROM LOGICAL
v UNIT 5
i i i . USAGE
Subroutines and function subprograms required: O L WATINGICODE SR, 1S1ZE, 1RONS 1CDLy 150 1ER)
MADD OESCRIPTION OF PARANETERS
ICODE-UPON RETURN, ICODE MILL CONTAIN FOUR DIGIT
MATIN IDENTIFICATION CODE FROM MATRIX PARANETER CARD
A ~DATA AREA FOR INPUT MATRIX
MXOUT ISIZE-NUMBER OF ELEKENTS DINENSIONED BY USER FOR AREA A
IRGW -UPOM RETURN, IROW WILL CONTAIN ROW DIMENSIGN FROM
LOC MATREX PARANETER CARD
ICOL —UPCN RETURN, ICOL WILL CONTAIN COLUMN DIMENSION FROW
MATRIX PARANETER CARD
1S ~UPON RETURNy IS WILL CCNTAIN STORAGE MODE CODE FROM
NATRIX PARAMETER CARD WHERE
Method: 1520 GENERAL MATRIX

IS=1 SYMMETRIC MATRIX
1S=2 DIAGONAL MATRIX

IER ~UPON RETURNe IER WILL CONTAIN AN ERROR CODE WHERE
IER=0  NO ERROR

Two input matrices are read from the standard
input device. They are added and the resultant

IER=1 ESIZE IS LESS THAN NUKBER OF ELEMENTS IN
matrix is listed on the standard output device. [Re2  INCOARECY NUMBER OF DATA CARDS

This can be repeated for any number of pairs

REMARKS
of matrices until a blank card is encountered. HONE

SUBROUTINES AND FUNCTION SUBPROGRAMS REQUIRED

/¢ FOR Loc
®JOCSICARDsTYPLWRITER1132 PRINTER) METHOD
#ONE WORD INTEGERS SUBROUT INE ASSUMES THAT INPUT MATRIX CONSISTS OF PARAMETER
< SAMPLE MAIN PROGRAM FUR MATRIX ADDITIUN = ADSAM ADSAM 1 CARD FOLLOWED BY DATA CARDS
( 14 MATRICES ARE DIMENSIONED FOR 1000 ELEMENTSe THEREFOREs PRUDUCT aDSAM 2 PARAMETER CARD HAS THE FOLLOWING FORMAT
< OF NUMBER OF ROWS BY NUMBER OF COLUMNS CANNUT EXCLED 10006 ADSAM 3 CCL. 1~ 2 BLANK
DIMENSTON A(6501 4816501 ¢R1650) ADSAM 4 €0L. 3- 6 UP TO FOUR DIGIT IDENTIFICATION CGDE
COMMON MX aMY ADSAM 5 COL. 7-10 NUMBER OF ROWS IN MATRIX
10 FORMATU////16H MATRIX ADDITION} ADSAH & COL.11-14 NUMSER DF COLUKNS IN MATR1X
11 FORMAT(/7/765M DIMENSIONED AREA TOU SMALL FUR INPUT MATRIX ol#) ADSAM 7 COL .15-16 STORAGE MODE OF MATRIX KHERE
12 FORMATI//21H EXECUTION TERMINATED) ADSAM 8 O - GENERAL MATRIX
13 FORMAT(//33H MATRIX DIMENSIONS NOT CUNSISTENT) AUSAM 9 1 — SYRMETRIC MATRIX
14 FORMAT(//743H INCORRECT NUMBER UF DATA CARDS FLR MATRIX ol&) ADSAM 10 2 — DIAGONAL MATRIX
15 FORMAT(//19H GO ON TO NEXT CASE! ADSAM 11 DATA CARDS ARE ASSUMED TO HAVE SEVEN FIELDS OF TEN COLUMNS
16 FORMAT(//12m END OF CASE} AUSAM 12 EACH. DECIMAL POINT MAY APPEAR ANYEMERE IN A FIELD. IF NO
17 FORMAT{212) ADSAM 13 DECIMAL POINT IS INCLUDED, IT 1S ASSUNED THAT THE BECIMAL
55?::3;:1;3:.% :g::: :f; POINT IS AT THE END OF THE 10 COLUMN FIELD. NUMBER IN EACH
' FIELD MAY BE PRECEDED BY B8LANK ATA ELEM M
20 CALL MATIN(ICODAsAs 100INAIMAIMSALIER] ADSAM L6 PUNCHED BY RDW. A ROM Melmnﬁuug FRD:LEA::';O g::o?E
IFL NA ) 25995025 AUSAN 17 HOWEVER EACH NEW ROM KUST START IN THE FIRST FIELD OF THE
;g :;HE?:;’J?‘?E&: :gg:: :g NEXT CARD. ONLY THE UPPER TRIANGULAR PORTION OF A SYMMETRIC
aRATE (M ADsaM 20 OR THE DIAGOMAL ELEMENTS GF A DIAGONAL MATRIX ARE CONTAINED
35 OO IO e et 1coDA P ON DATA CARDS. THE FIRST ELEMENT OF EACH NEW ROW WILL BE
2 MRITELxele Aosan 22 THE DIAGONAL ELEKENT FOR A MATRIX WITH SYMMETRIC GR
o os ADSAM 53 3;230:::; gg:u;e MODE. COLUNNS 71-80 CF DATA CARDS MAY BE
40 CALL MXOUT(ICODAsAINASMAIMSA$60412002) ADSAN 24 THE LAST uu'c'ﬁﬁ‘l;’"iuesﬂf:fi :ﬁge:énghgsés BY A CARD
45 CALL MATIN(1CODHsBe 100¢MBsMBIMSEsIER) ADSAM 25 WITH A 9 PUNCH IN COLUNN 1
IFI1ER=1) 60¢50+55 ADSAM 26 :
50 WRITE(MX+11)1CODY ADSAM 27
WRITE({MXs1%) ADSAM 28
G0 10 20 ADSAM 29 SUHROUTINE MATINI [CODE, Ay ISIZE,IROW,1COL, 1S, TER) MATIN 1
55 gax;zm:-xu 1¢oo8 282:: ;? DIMENSION A{1) MATIN 2
g 10 3 L
60 TFINA-NB) 75,70,75 ADSAM 32 38..533'5’2.ﬁ¢"°‘“' ::”: 2
T0 1F(MA-MB) 75,80,75 ADSAM 33 1 FORKAT{TF10.0} MATIN 5
75 :;”E::;:ig: ADSAM 34 ? FURMAT(16,214,12) MATIN &
HRITE(Mx :gz:: ;: 3 ngu:nm MATIN 7
80 CALL MXOUT(ICUDB By NByMBrMSB,60, 120,2) ADSAN 37 [ER=0 ::”: 3
1CODR=1CO0A+1C008 ADSAM 38 READ{ MY,2) [CODE, [ROW,ICOL,[S “AT 2
CALL MADO{AsByKonNA, MA,MSA,MSB) AUSAM 39 CALL LUC;IROH IC;L lcp'n Hu’]u ICOL, IS} v
MSR=MSA ADSAM 40 TECIsT H ) H * ’ ’ [ MATIN 11
IF(HSA-MSB) 90,90,85 ADSAM 41 o 1eny ENENTIET T i 12
85 MSR=MSB ADSAM 42 7 IF CICNT)3B,38,8 maTIv 1e
90 CALL MXOUT{ICOUR,RyNA; MA,MSR,60, 120,2) ADSAM 43 8 1coLtsicoL waTiv 14
WRITE(MX, 16} AGSAM 46 1ROCR= L ::;:: i:
® 905 Svonl 20 aDsam 45 4 COMPUTE NUMBER OF CARDS FOR THIS ROW wATIN 17
END ADSAM 47 11 IRCDS=(ICOLT-1}/10C+1 MATIN 18
17 oup TF(IS-1115415,412 MATIN 19
*STORE WS UA  ADSAM 12 IRCHS=L MATIN 27
77 XEQ ADSAM C SET UP LNOP FIR NUMBER OF CARDS I[N ROW MATIN 21
15 00 31 K=i,IRCDS MATIN 22
) 1 READIMY, 1} {CARDII ), I=1,10C) MATIN 23
00010008001100 2 c SKIP FHROUGH DATA CARDS I[F INPUT AREA TOD SMALL MATIN 24
047601008 0.6271802 1,0000000 047086843 0.4038519 0,0031426 0+6876602 3 16 sraTER 616,30 TN s
046751766 008635910 047446845 046963269 4 =
046644085 140000000 0.6271002 046194680 043547574 040027470 046010878 3 ¢ SOUPUTE COLUMY NUMBER FOR FIRST FIELD [N CURRENT CARD MATIN 27
042571068 007125728 0.6144597 045745583 s JS=ik-l1eTpCelcaL-TcoiT+l MATIN 29
1.0000000 06644085 07601008 0+7507505 044299425 040033291 0e7284786 7
0,6373449 0,0152021 0.7029582 046572101 8
0-6963269 025745585 046573101 046492243 0+3718001 0s0028789 046299642 9
046295047 048051740 046943108 046492243 10 SUBROUTINE MXOUT
07446845 026144897 047029582 046943108 03576204 040030789 0+6737132 11
043605070 044611099 043976204 043718001 12 PURPOSE
006751766 0:5571068 046373649 046295047 003605070 0.0027915 0+6108296 13 PRODUCES AN OUTPUY LISTING OF ANY SIZED ARRAY ON
0.002761% 0,0035705 0.0030789 0.0028789 1 LOGICAL UNIT 3
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USAGE
CALL MXOUT{ICODEsAsNeMoMS,LINS,IPOS,15P)

DESCRIPTION OF PARAMETERS
ICODE-~ INPUT CODE NURMBER TO BE PRINTED OGN EACH QUTPUT PAGE
A-NAME CF OUTPUT MATRIX
N-NUMBER OF ROMS IN A
M-NUMBER OF COLUMNS IN A
MS-STORAGE MODE OF A WHERE MS=
-0-~GENERAL
1-SYMMETREC
2-DIAGONAL
LINS~-NUNBER OF PRINT LINES ON THE PAGE (USUALLY 60)
IPOS~NUMBER OF PRINT POSITIONS ACROSS THE PAGE (USUALLY 132)
ISP-LINE SPACING CGDEs 1 FOR SINGLE SPACE, 2 FOR DOUBLE
SPACE

REMARKS
NONE

SUBROUTINES AND FUNCTION SUBPROGRAMS REQUIRED
Loc

KETHGD

THIS SUBROUTINE CREATES A STAKDARD OUTPUT LISTING OF ANY
SIZED ARRAY WITH ANY STORAGE MUDE. EACH PAGE IS HEADED WITH
THE CODE NUMBER,DIMENSIONS AND STORAGE MODE OF THE ARRAY.
EACH COLUMN AND ROW IS ALSD HEADED WITH ITS RESPECTIVE

NUMBER.
SUBROUTINE MXOUT ([CODE,A,NsM,MS,LINS, IPOS.I5P) MXOutT t
DIMENSION Al1),8(8) uxouT 2
COMMON  MX 4 MY - Mxrur 3
1 FORMATVU///75X, THMATRIX o[5,6%Xe13,5H ROWS,6Xs [348H COLUMNS, MXOUT 4
18Xy LIHSTORAGE MODE 411,/) MxXour s
2 FORMAT{12X,8HCOLIMN  ,7{3X,13,10X}//) uXOUT 6
4 FORMATIT7X,4HROW 5 13,47(EL16.6)) “xny 7
5 FORMATU/,7X¢4HRDA ,13,7(£16,6)) MXOUT 8
4=1 4xoutr 9
C WRITE HEADING “XQUT 10
NEND=IPQS/ 16~} MXNUT 1L
LEND = {LINS/ISP)-10 MXOUT 12
10 tS¥RT=1 MXOUT 13
20 WRITE{MXy1)ICODEsNyMyMS MxXNUT 14
JNT=J+NEND~-1 4xQuT 1S
TFLUNT-M133,33,32 MXODT 16
32 UNT=m MXOUT LT
33 CONTINUE uXOUT 18
WREITE(UX,2) LJCURy JCUR=J, INT} HMXNUT 19
LYEND = LSTRT4LENO-1 MxOuT 20
00 90 L=LSTRT,LVEND Mxour 21
c FORM OUTPUT RIW LINE Mxnur 27
BD 55 K=1,NFND MXnUT 23
KK=K MXOUY 26
JT = JeKk-t xXnuT 25
CAEL LOCIL4JToTINT,NyM NS} MXOUT 26
B8(K)=0,0 wxnut 27
IFLTJNT)S50,50,45 MXOUT 2R
45 BIK)=A{ IJNT) MXOUT 29
50 CONTINUE “X0OUY 33
4 CHECK IF LAST COLUMN, IF YES GO TO 60 “X0UT 31
IF{4T-4) 55,60,60 MXOUT 32
56 CONTINUE MXOUT 33
c END OF LINE, VOW WRITE MXOUT 34
60 1F{ISP-1)65465.T0 Mxnut 35
65 WRITCIMX, 4L, (B(SW) IW=1,KK) “XOUT 36
GO TN 75 MXOUF 37
70 WRITE(MXy)SILo{BIIWI yIW=1,KK]) MXOUY 38
c IF END OF ROWS GO CHECK COLUMNS MXOUT 39
75 IFIN-L)BS,85,A0 MXOUT 40
B0 CONTINUE MXOUT 41
4 WRITE NEW HEAJING MXOUT 42
LSTRT=LSTRT+LEND MXOUT 43
G0 10 20 NXOUT 44
[4 ENO OF COLUMNS, THEN RFTURN “4X0UT 45
A5 IF(JT-M)190,95,95 MXOUT 46
90 J=4T+l MXOUT 47
GO TO 10 MXOUT 48
95 RFTURN MXUT 49
END “xout S0

NUMERICAL QUADRATURE INTEGRATION

Problem Description

The tabulated values of a function for a given spacing
are integrated. Multiple sets of tabulated values
may be processed.

Program

Description

The numerical quadrature integration program con-

sists of a main routine QDINT, and one subroutine,
QSF, from the Scientific Subroutine Package.
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Capacity

The capacity of the sample program and the format
for data input have been set up as follows:

1. Up to 500 tabulated values of a function

2, (7F10.0) format for input data cards

Therefore, if the problem satisfies the above
conditions, no modification to the sample program
is necessary. However, if there are more than 500
values to be integrated the dimension statement in
the sample main program must be modified to handle
this particular problem. Similarly, if input data
cards are prepared using a different format, the
input format statement in the sample main program
must be modified, The general rules for program
modification are described later.

Input

1/0 Specification Card

Each integration requires a parameter card with the
following format:

For
Sample
Columns Contents Problem
1-5 Up to 5-digit numeric 12345
identification code
6 - 10 Number of tabulated 0020
values for this function
11 - 20 Interval between tabu- 1,0

lated values

The first two parameters consist of up to five
digits with no decimal point (FORMAT (215)). Note
that the second parameter may not exceed 500. The

third parameter consists of up to ten digits (FORMAT)

(F10.0).

Data Cards

Data cards are assumed to be seven fields of ten
columns each. The decimal point may appear any-
where in the field, or be omitted, but the number
must be right-justified. The number in each field
may be preceded by blanks. Columns 71 through 80
of the data cards may be used for identification, se-
quence numbering, etc. If there are more than
seven tabulated values, the values should continue
from card to card with seven values per card, until
the number of values specified in the parameter card
has been reached.

/D
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A blank card following the last set of data termi-
nates the run.

Deck Setup
The deck setup is shown in Figure 28.
Sample

A listing of input cards for the sample problem is
presented at the end of the sample main program.

Output

Description

The identification code number, number of tabulated
inputvalues, the interval for the tabulated values, and
the resultant integral values at each step are printed.

Sample

The output listing for the sample problem is shown
in Figure 29.

Program Modification

Noting that storage problems may result, as previ-
ously discussed in " Sample Program Description",
the maximum number of tabulated values acceptable

Blank card

Data cards

Control
Card

Data cards

Control card First problem

1/0 Specification
card

QSF

QDINT Subroutine and main program

(including system control cards)

Figure 28. Deck setup (numerical quadrature integration)

to the sample program may be increased. Input
data in a different format can also be handled by
providing a specific format statement.

1. Modify the DIMENSION statement in QDINT
so that the size of array Z is equal to the maximum
number of tabulated values.

2. Changes to the format of the parameter cards
and data cards may be made by modifying FORMAT
statements 10 and 32, respectively, in QDINT.

INTEGRATION OF TABULATED VALUES FOR DY/DX USING SUBROUTINE QSF
FUNCTION 123458 20 TABULATED VALUES INTERVAL = 0,10000002E 01

RESULTANT VALUE OF INTEGRAL AT EACH STEP IS
0+00000000E 00 0+19999983E 01 0+39999995E 01 0+59999981E 01 0+79999990E 01 0+99999981€ ol
0ell9 8E 02 0s13 Qel 9996E 02 0+17999996E 02 0+19999996E 02 J+21999992E 02
0423999992 02 00259999885 02 0¢27999988E 02 0+29999984E 02 0319999B4E 02 0+33999984E 02
0+35999984E 02 0037999977 02

INTEGRATION OF TABULATED VALUES FOR DY/DX USING SUBROUTINE QSF
FUNCTTON 543 10 TABULATED VALUES INTERVAL = 0410000002E 01

RESULTANT VALUE OF INTEGRAL AT EACH STEP IS
0+00000000E 00 0»14999955E 01 0+39999995E 01 0¢74999952€ 0l 0+11999998E 02 0+17499996E 02
6423999996E 02 0¢31699992E 02 0+39999992E 02 0+49499984E 02

Figure 29. Output listing

Run termination

Last problem
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Operating Instructions

The numerical quadrature integration sample pro-
gram is a standard FORTRAN program. Special
operating instructions are not required. Logical unit
2 is used for input, and logical unit 1 is used for
output.

Error Messages

The following conditions will result in error mes-
sages:

1. The number of tabulated values specified in
the parameter card is less than or equal to two:
ILLEGAL CONDITION. NUMBER OF TABULATED
VALUES IS LESS THAN THREE,

The program will continue to read data cards
until the next problem is reached.

2, The interval specified in the parameter card
is zero: ILLEGAL CONDITION. SPECIFIED IN-
TERVAL IS ZERO.

The program will continue to read data cards
until the next problem is reached.

TG STOP QUINT 19

Sample Program for Integration of a Tabulated
Function by Numerical Quadrature - QDINT

Purpose:
Integrates a set of tabulated values for F(X)
given the number of values and their spacing.

Remarks:
The number of values must be more than two
and the spacing greater than zero.
1/0 logical units determined by MX and MY,
respectively.

Subroutines and function subprograms required:
QSF

Method:
Reads control card containing the code number,
number of values, and the spacing of the func-
tion values contained on the following data
cards. Data cards are then read and integra-
tion is performed. More than one control card
and corresponding data can be integrated in one
run. Execution is terminated by a blank control
card.

/7 FOR
FI0CSICARUTYPEWRITER L1132 PRINTER}
®ONE WORD INTEGERS

SAMPLE PRUGRAM FUR INTEGRATIUN OF A TABULATED FUNCTION BY WOINT L

[ NUMERICAL QUAURATJRE — QDINT QDEINT 2
[ THE FOLLOWING DIMENSION MUST BE AS LARGE AS THE MAXIMUM NUMBER QDINF 3
< JF FAQBULATED VALUES TO BE INTEGRATED WOINT 4
UIMENSIGN 21500) QUINT 5

L0 FORMAT (215,F10.0) QUINT &

20 FORMAT(//////' INTEGRATIUN OF TABULATED VALUES FOR DY/uX USING SUBQUINTMOL
LROUTINE QSF* ///11d FUNCTION 415+34,05,17H TABULATED VALUES, WOINTHMOZ
25Xy LOHINFERVAL =¢£15.8/) QUINTMO3

22 FORMATU/18A ELLESAL CGNDITION/) QOINT 10
23 FORMAT(/46H NUMBER OF TAJULATED VALUES IS LESS THAN THREE) QUINTMTS
24 FURMAT(/27H SPeCIFIED INTERVAL [S ZERD) QDINT 12
3G FDRMATIL/7Xy, 'RESULTANT VALUE OF INVEGRAL AT EACH STEP [5°,/7 QUINTMOS

1{1H ,6E15.8)) . QDINTMO6
31 FORMAT(212] QUINT Lo
32 FORAMAT(TF10.C) QOINT 15

READL 2, 3LIMX MY QuINT 16
35 REAU(MY 101 iLUDsNUMBR,SPACE QOINT 17

IF(ICOI+NUMBR) 70+ 70,38 QDINT 18
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38 WRITE(MA,20)1C0D,NUMBR,SPACE QDINT 20
IF{NUMBR-311CG,50,50 QOINTNOT
50 READ(MY 32} (201} 1=],NUMBR) QUINT 22
CALL QSF ISPACErZyZNUMBR} QDINTMOB
IF{SPACE)604203460 QUINTMDY
6C WRITE(MX,30)0Z01),I=14NUMBR) QDINTMIO
GO Ta 35 QDINT 26
LOC WRITE(MX,22) QOINT 27
WRITE(MX,23} QUINT 28
READ{MY 432)(2111,1=1,NUMBR) QDINTMLL
GO Ty 35 QUINT 29
200 WRITE(MX,22) JUINT 30
WRITELNX,24) QDINT 31
GO TJ 35 QOINT 32
END QUINT 33
/7 oup
*STORE WS UA  QDINT
/7 XEQ QODINT
12 1
12345 20 1.0 2
2.0 2.0 2.0 2.0 2,0 2.0 240 3
240 2,0 2.0 240 240 2.0 2.0 o
2.0 2.0 2.0 240 2.0 2.0 3
543 10 1.0 [
1.0 2.0 3.0 4,0 5.0 640 70 7
840 9.0 10.0 8
9

RUNGE-KUTTA INTEGRATION

Problem Description

A differential equation of the form:

g—§—=f &, y)

is integrated with initial conditions as specified in a
parameter card. The differential equation is de-
fined in the form of a function subprogram that is
provided by the user.

Program

Description

The Runge-Kutta integration program consists of a
main routine, RKINT, one subroutine, RK2, from
the Scientific Subroutine Package, and one user-
supplied function subprogram, FUN, which defines
the differential equation to be integrated.

Capacity

Up to 500 values of the integral may be tabulated.

Input

1/0 Specification Card

Each integration requires a control card with the
following format:

For Sample

Columns Contents Problem
1-10 Initial value of X = X0 1.0
11 - 20 Initial value of Y = Y(XO) 0.0

4



For

Sample
Columns Contents Problem
21 - 30 Step size 0.01
31-35 Number of steps required
between tabulated values 10
36 - 40 Total number of tabulated
values required 30

The first three parameters consist of up to ten
digits.

(FORMAT (F10.0))

The last two parameters consist of up to four digits
plus a blank.

(FORMAT (15))
Multiple parameter cards may be used.

A blank card terminates the run.

Data Cards

None.

Blank Card

Run termination.

Deck Setup

The deck setup is shown in Figure 30.

Blank card

Control card

Control card

1/0 Specification
Card

Main program, subroutine
and function subprogram

RKINT (including system control cards)

Figure 30. Deck setup (Runge-Kutta integration)

Sample

A listing of the input cards for the sample problem
is presented at the end of the sample main program.

Cutput

Description

The values for the initial conditions and the tabulated
values of the integral are printed.

Sample

The output listing for the sample problem is shown
in Figure 31.

Program Modification

Noting that storage problems may result, as previ-
ously described in '"Sample Program Description",
the maximum number of tabulated values acceptable
to the sample program may be increased. Input data
in a different format can also be handled by provid-
ing a specific format statement.

1. Modify the DIMENSION statement in RKINT
so that array A is as large as the number of tabu-
lated values.

Run termination

One parameter card
per integration
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SOLUTION OF DY/DX=FUN(XsY) BY RK2 SUBROUTINE

Mz 04010 XxO= 1,000 Y0= 0.000

X Yix)
1410 0+95310136E=01
120 0418232139E 00
1430 0426236397E 00
le60 0433647167E 00
1.50 0460546423E 00
1460 0+47000247E QO
1.70 0+53062677E 0O
1.80 045877B464E 00
1.90 04641851428 00
2400 0693144326 00
2.10 04764193394E 00
2420 0+78845346E 00
2430 0483290457 0O
2440 0+87546372E 00
2450 0,91628539€ 00
2:60 0495550584E 00
2,70 0299324584E 00
2480 0210296125€ 01
2490 0s10647029E 0L
3,00 0e¢10986037F 01
3.10 Del13135924E 01
3.20 0411631403 01
3430 0411939110 01
3440 0612237627E 01
3.50 0+12527496E O1
3460 0+12809195€ 01
3.70 0+13083176E 01
3480 04133649850E 01
3.90 0413609600E 01
4400 0.13862772E 01

Figure 31. Output listing

2. Changes to the format of the parameter card
may be made by modifying FORMAT statement 1.

The user-supplied function subprogram FUN may
be replaced by any function subprogram having the
same name and parameter list. In this way, the
user may define any desired first-order differential
equation.

Operating Instructions

The sample program for Runge-Kutta integration is
a standard FORTRAN program. Special operating
instructions are not required. Logical unit 2 is
used for input, and logical unit 1 is used for output.

Error Messages

None.
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Sample Program for Runge-Kutta Integration of a
Given Function with Tabulated Output - RKINT

Purpose:
Integrates the function subprogram FUN using
the initial conditions contained in control cards.
Produces tabulated output.

Remarks:
1/0 logical units determined by MX and MY,

respectively.

Subroutines and function subprograms required:
RK2
FUN - User-supplied function subprogram
giving DY/DX=FUN(X, Y)

Method:
Reads control card containing initial values of

X and Y, step size, number of steps desired
between tabulated values, and number of tabu-
lated values required. Program then enters
RK2 to perform integration. Multiple control
cards can be used on the same function.

/7 FOR
*IOCS(CARD s TYPeARITER 91132 PRINTERY
®ONE WORD INTEGERS

[ SAMPLE PRUGRAM FUR KUNGE—-KUTTA INTEGRATION OF A S1VEW FUNCTION RRINT 1
WITA TABULATED GUTPUT — RKINT RRINT 2
EXTERANAL FUN RCINT 3
[ THE FOLLOWING UIHENSION MUST SE AS LARGE AS THE MAXIMUM RKINT
c NUMBER OF TABJLATED VALUES D=3IRED RKINT 5
OIMENSIGN AL500) RKINT &
1 FORMAT (3F10.0.215) RKINT 7
Z FORMAT(///7/7X+44HSILUTION OF OY/LX=FUN(X,Y) BY RKZ SUBRAUTINE///, RKINT 3
110X 9 2HH=9 370 3¢ 2K 3HXC= 9 FT0302Xs 3HYC 2, FTa3///12K 41Ky LBXooHY (X /7)) RKINT &
3 FORMAT{/10KXKyF3.2410%9E15.8) AKINT 10
4 FORMAT(212) RKINT 11
READ{2,4)MX MY RKINT 12
[ READ CUNTROL CAKO CONTAINING EVEAS LISTED UNUER AETAOD. KRINT 13
10 READIMY +1) X0, YOvH +JNT o IENT RCINT 14
4 HECK IF CARD I3 BLAMK. IF 50, RETURN. RRINT L3
IFLIENT ) 23440+ 20 RKINT Lo
[+ WRITE HEAUING INFORMATICN. ARINT 17
20 WRITE(MXs2)rX0.YU RKINT 18
[ PERFORM INTEGRAT ION RKINT 19
CALL RK2{FUN,Hy XU YU, JNT, [ENT,A) RRINT 20
c WRITZ Juteur RKENT 21
STEP=FLOAT(JINT )= RAINT 22
A=X0 KKINT 23
00 30 [=1,IENT RKINT 24
X = X#3T2P+, 1i~05 RRINT 25
30 WRITEIAX,3¥XeAL1) RRINT 2o
[4 G0 3ACK ANJ CHECR FUR AQDIFIONAL CONTROL CARD. RRINT 27
G0 TO LV KKINT 28
4C STOP RRINT 29
END RKINT G

/7 oup

®STORE WS UA  RKINT
/7 XEJ RKINT

12 1

1.0 0.0 W01 16 30 2

3
FUNCTION FUN{X,Y) FUN 1
FUN=L./X FUN ?
RETURN FUN 3
END FUN &

POLYNOMIAL ROOTS

Problem Description

The real and complex roots are computed for a real
polynomial with given coefficients. Multiple sets of
coefficients may be processed.

W



Program

Description

The polynomial roots sample program consists of a
main routine, SMPRT, and one subroutine, POLRT,
from the Scientific Subroutine Package.

Capacity

Roots for polynomials of order 36 or less may be
computed.

Input

1/0 Specification Card

Each set of data requires a control card with the
following format:

For Sample

Columns Contents Problem
1 Blank
2-5 Up to four-digit identifi-
cation code 360
6 -8 Blank
9-10 Order of polynomial 9

The first parameter consists of up to four digits
without decimal point (14).

The second parameter consists of up to two digits
with no decimal point (I2). The order of the poly-
nomial must be less than or equal to 36.

Data Cards

Data cards are assumed to have seven fields of ten
columns each. The decimal point may appear any-
where in the field, or be omitted, but the number
must be right-justified. The number in each field
may be preceded by blanks. Columns 71 to 80 of the
data cards may be used for identification, sequence
numbering, etc. If there are more than seven co-
efficients, the values should continue from card to
card with seven values per card until the number of
values has been reached that is one greater than the
order of the polynomial. The first coefficient is for
the constant term of the polynomial and the last co-
efficient for the highest order term. Fields with
zero coefficients may be left blank.

Blank Card

Run termination.

Deck Setup

The deck setup is shown in Figure 32.
Sample

A listing of the input cards for the sample problem
is presented at the end of the sample main program.

Output

Description
The identification code, the polynomial order, the
input coefficients, and the real and complex roots
are printed.

Sample

The output listing of the sample problem is shown
in Figure 33.

Program Modification

The maximum order of the polynomial acceptable to
the sample program is fixed by the subroutine
POLRT. However, input data in a different format
can be handled by providing a specific format state-
ment.

1. The sample program can accept polynomials
up to the maximum 36th order, which is allowed by
the subroutine.

2. Changes to the format of the parameter card
and data cards can be made by modifying FORMAT
statements 10 and 40, respectively, in main sample
program SMPRT.

Operating Instructions

The polynomial roots sample program is a standard
FORTRAN program. Special operating instructions
are not required. Logical unit 2 is used for input,
and logical unit 1 is used for output.

Error Messages

The following conditions will result in error mes-
sages:

1. The order of the polynomial specified in the
control card is less than one: ORDER OF POLY-
NOMIAL LESS THAN ONE.
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Blank card

Data cards

Run termination

Control
card

Data cards

Control card

1/0 Specification
card

POLRT

Main program and subroutine

SMPRT (including system control cards)

Figure 32, Deck setup (polynomial roots)

The program will go on to the next set of data.

2. The order of the polynomial specified in the
control card is greater than 36: ORDER OF POLY-
NOMIAL GREATER THAN 36.

The program will go on to the next set of data.

REAL AND COMPLEX ROOTS OF A POLYNOMIAL USING SUBRDUTINE POLRT

FOR POLYNOMIAL 380 OF ORDER 9

THE INPUT COEFFICIENTS ARE

~0,1000000€ 01 0 00 0. of 00
©0.1000000E 01 ~ 0.0000CO0E 00  0.00000COE CO  0e}0DOOODE 01

REAL ROOT COMPLEX ROOT

0+2986480F 00  0412004528€ Ol
0.29864B0E 00 =0+1004528E 01
-0.1019270E Ol  0.2436272E 00
=041019270E 01 =0.2636272E 00
0:9105258E 0O 0.000000QE 00
0472062276 00 =0.7609007E 00
0.7206227€ 80  0.7609007E 00
~0s4552629E 00 =D.7B85384E 00
~0a4552629€ 00  0a7885384E 00

Figure 33. Output listing
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First problem

Last problem

3. The subroutine POLRT is unable to determine
a root after 500 iterations on eight different starting
values: UNABLE TO DETERMINE ROOT. THOSE
ALREADY FOUND ARE ...

The program will print all the roots that were
computed and then go to the next set of data.

Sample Program for Real and Complex Roots of a
Real Polynomial - SMPRT

Purpose:
Computes the real and complex roots of a real
polynomial whose coefficients are input.

Remarks:
The order of the polynomial must be greater
than one and less than thirty-seven.
1/0 logical units determined by MX and MY,
respectively.

Subroutines and function subprograms required:
POLRT



%mh

Method:

Reads a control card containing the identification

code and the order of the polynomial whose co-
efficients are contained on the following data
cards. The coefficients are then read and the
roots are computed.

More than one control card and corresponding

data can be processed. Execution is terminated

by a blank control card.

1/ FOR
*IOCSUCARD, TYPEWRITER, 1132 PRINTER)
#CONE WORO INTEGERS
c SAMPLE PRUGRAM FUR REAL AND CONPLEX RUOTS OF 4 KEAL POLY- SMPRT
[ NIMIAL - SMPRY SMPRT
DIMENS{UN al37)ywi{37),ROOTRIITI,ROJTI(3T) SMPRT
1G FORMAT( 1Xy1493X¢12) SMPRT
30 FORMAT(////62H REAL AND COMPLEX RUOTS UF A PULYNOWLAL USING SUBRUUSMPRT
LTINE POLRT///17H FOR POLYNIMIAL +14,2XsLOHOF ORDER ,12//27H THE SHMPRT
2INPUT CUEFFICIENTS ARE//) SMPRT
40 FURMAT(77L0.C} SMPRT
50 FORMAT{6Elo.7) SMPRT
65 FORMAT{(////34H GROER OF POLYNCMIAL LESS THAN ONE) SMPRT
77 FORMAT{//7/36H CRUER OF POLYNOMIAL SREATER THAN 36) SMPRT
79 EQRMAT(////31H AIGH ORDER COEFFICIENT IS ZERO) SMPRT
85 FORMAT(/#//50H UNAGLE TO DETERMIWE ROOT. THOSE ALREADY FUUND ARE} SMPKT
95 FURMAT{////5%¢9HREAL ROOT»6Xe12HCOMPLEX ROOT//) SMPRT
97 FORMAT{2El6.7) SMPRT
968 FORMAT(212) SMPRT
READ( 29 SEIMX 1Y SMPRT
5 REAG(MYs10) 10, IORD SMPRT
IF1ID+i0RDIICC, 100,20 SMPRT
20 WRITE(MX,30)1D,I0RD SMPRT
J=1URD+ 1 SMPRT
READINY oG AL w214 J) SMPRT
WRITE{MXs5038A(1),1=1sJ] SMPRT
CALL PULRT{A,W,IGRU;RUOTR, RUUTT, JER) SMPRT 2
IFCIER-1190+60,7C SMPRT
60 WRITE{4Xy065) SMPRT
G0 T3 5 SMPRT
7C IFUIER-3)75480,73 IMPRT
75 WRITELMX,77) SMPRT
GO Tu 5 SMPRT 3
76 WRITE{MX,79) SMPRT
GO TO 5 SHMPRT
8C WRITE(MX,85) SMPRT
90 WRIT:z(MX,95) SMPRT
00 9o 1=1,10RD SMPRT
96 WAITE(MX+97IRODOTRIIILROOTII) SMPRT
GO TQ 5 SMPRT 3
100 sToP SHPRT
END SMPRT
/7 DUP
*STORE WS UA  SMPRT

// XEQ SMPRT

B N

12
380 9
=140 1.0

X XTI

SOLUTION OF SIMULTANEOUS EQUATIONS

Problem Description

A solution is obtained for a set of simultaneous
equations by the method of elimination using largest
pivotal divisor. Both the input data and the solution
values are printed. This procedure is repeated un-
til all sets of input data have been processed.

Program
Description

The solution of simultaneous equations sample pro-
gram consists of a main routine, SOLN, and four
subroutines:

SIM
Q are from the Scientific Subroutine

LoC Package

MATIN
are sample subroutines for matrix

MXOUT input and output

Capacity
The sample program will solve for 40 equations.
The general rules for program meoedifications are

described later.

Input

1/0 Specification Card

A control card with the following format must pre-
cede each matrix of coefficients:

For Sample
Columns Contents Problem

1-2 Blank
3-6 Up to four-digit identifi-

cation code (numeric

only) 1
7-10 Number of rows in

matrix 10

11 - 14 Number of columns in
matrix (same as number
of rows) 10

Each matrix must be followed by a card with a 9-
punch in column 1. This, in turn, is followed by
the constant vector.

Data Cards

Data cards are assumed to have seven fields of ten
columns each. The decimal point may appear any-
where in a field, or be omitted, but the number must
be right-justified. The number in each field may be
preceded by blanks. Equation coefficients must be
punched by row. A row may continue from card to
card. However, each new row must start in the
first field of the next card. The vector of constants
is punched in continuous data fields following the 9
card. Columns 71 to 80 of data cards may be used
for identification, sequence numbering, etc.

A blank card after the last set of input data ter-
minates the run.

Deck Setup

The deck setup is shown in Figure 34.
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A = Matrix of coefficients

B = Vector of constants

Blank card

Data cards
for B

Card with 9
in col. 1

Last problem

Data cards
for A
Control
card for A
/
/
/
Data cards
for B
Card with 9
in col, 1
Data cards
for A First problem
Control
card for A

1/0 Specification
card

4

MATIN

MXOUT

Subroutines and main program
(including system control cards)

SIMQ

SOLN

Figure 34. Deck setup (solution of simultaneous equations)
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Sample

A listing of input cards for the sample problem is
presented at the end of the sample main program.

Cutput
Description

The original matrix is printed for any sized array.
Each six-column grouping is headed with the matrix
code number, dimensions, and storage mode (always
0 in this sample program). Columns and rows are
headed with their respective number. The original
vector of constants is also printed. The solution
values are then listed. This output is given for each
case to be processed.

Sample

The output listing for the sample problem is shown
in Figure 35.

Program Modifications

Noting that storage problems may result, as previ-
ously discussed in ""Sample Program Description',
the size of the maximum problem acceptable to the
sample program can be increased. Output of the
solution values in a different format can be handled
by providing a specific format statement.

1. Changes to the DIMENSION statement of the
main program, SOLN. The dimension of array A
must be greater than or equal to the maximum num-
ber of elements in the matrix (N x N). The dimen-
sion of array B must be greater than or equal to N.

2. Insert the same number N in the third argu-
ment of the CALL MATIN statement (statement 25)
in SOLN.

3. Changes to the format of the solution values
may be made by modifying FORMAT statement 21
in SOLN.

SOLUTION OF SIMULTANEOUS EQUATIGNS

waTRIx 1 10 agws 10 CoLums STORAGE WODE ©
caLuun 1 2 3 B s o
ROW 1 O.100000E O]  0.66A4USE GO  0,760100E UG O.730750E GO 044299426 00  043329106-02
ROW 2 0.066808E 00 0.J00000E O1  0,62718UE OO 0.519A83E 00 D.3547S7E 00  0,274700E-02
AOw 3 OJTS0IDOE 00 U.627160E U0 O,10000QE 01  Ca70B6BAE 00  O.AQSHSIE 0O  0.314260E=02
ROW & 0,750750E 00 UL61946SE OU  U.7UBGBAE OO USJUUGOUE D1 U.60UBSE 00  04310390E~02
ROW 3 044299426 00  U,3%757€ GU  0,4U5351E U0 U.AGU359E 00  O,1C0UODE O1  0el?776GE0Z
ROW & 0.3329106-02  0.274700£=02  0.314260E=02  0.310390£-02  0.177750E~02  0.«1GOCOGE 01
ROW 7 0JT28476E Q0 0M6OI0B7E GO0 0867663 00  0.679201€ 00 Gu38RVSTE 0O  0.3011V0E-02
ROM 8 0.875176E D0 OJSBTL0SE GO 0.63T344E U0 Qeb29306E DO ULJ6UBOTE U Ue2T9ISUE-UZ
ROW 9 0.063391€ G0 0.712872E UU  04815202E U0 OMMUSITAE U0 0.NG1I09E GO 0.33TUSOE-VZ
ROW 10 OJTALGEAE G0 0.614kS9E 00  O0.7UZ958E 00 O.4I431CE 00  0.I9TS20E 00  0uIUTBYOE-G2
HATRIX t 10 Rows 10 COLUNKS STORAGE MaDE 0
coLw 1 ] s 10

RON 1 0s72B470€ 00 0s675176E 90  Qe863391E 00 OaTeasBeE 0O
ROW 2 0s601087€ UO  UJBSTLUSE 00  U.712572€ WO OJ6leSYE 00
RO¥ 3 0.807660F 00 U.63T344E 00 0.B15202E 0O Q.TU2958E 0O
ROM & 0.679201E.00  0.829508E OO 0.805174E GO Q6943108 QO
ROM 5 0.88967E 00  04360507E 00 04611096 00  0s397620F GO
RO¥ 6  0.30L1906-02  D0.279)50E-02  C.35TOS0E=02  Ga307890E=02
ROW 7 0.100000€ 01  U.b10829E G0  O.701267€ 00 0us73TIE QO
ROM 8 0.610829€ 00  OuIOOOUOE 01  De724121E 00 0.62841BE OV
ROW 9 0.781207€ G0  047241Z1E 00  0.100DI0E 01  0s7986G8E 00

ROW 10 0.673713E 00 0.424418E 00  0.798688E 00  04100000F 01

ORIGINAL 8 VECTOR

Sosuowrune
o
3
&
3
g
H
2

SOLUTION VALUES

Coaveurunr
3
&

0.4R074E 04

END OF CASE

Figure 35. Output listing

The matrix listing is set for 120 print positions
across the page, and double spacing. This can be
changed by means of the last two arguments in the
CALL MXOUT statement in SOLN (statement 65).

Operating Instructions

The sample program for the solution of simultaneous
equations is a standard FORTRAN program. Special
operating instructions are not required. Logical
unit 2 is used for input, and logical unit 1 is used
for output.

Error Messages

The following error conditions will result in mes-
sages:

1. Reserved storage area is too small for
matrix: DIMENSIONED AREA TOO SMALL FOR
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INPUT MATRIX (matrix code no.). GO ON TO NEXT 3 g ear e o 3

0 ITE{MX,14) 1COE
CASE. ¢ ZS‘m gyrieticoe Sorn 29
. .. . 45 IF{N~-M) 50,455,590 SOLN 30
2. Matrix of coefficients is not square: ROW 50 WRITE(NX, 13)1C0D soL 3; T
AND COLUMN DIMENSIONS NOT EQUAL FOR 35 IFUAS) c163000 sy 33 -
. G
MATRIX (matrix code no.). GO ON TO NEXT CASE. 5 CALL XL (ICa Ayt by o5160r 120, 23 S e
AU{MY 2 6 WI=LN) SO 7
3. Number of data cards does not correspond to ARITEHLT) Suin 3
=l SOLN 39
3 . 70 W . 811
that required by parameter card: INCORRECT A AR SuLy 40
NUMBER OF DATA CARDS FOR MATRIX (matrix 75 AL 193 Soee 45
code no.). EXECUTION TERMINATED. 0o 25 SoLR
. . . BC WRITE{MX,18) SULN
4. Singular input matrix: MATRIX IS SINGULAR. D it s &7
* v L 4
GO ON TO NEXT CASE. RITEC 22 saN 35
G? TQ 25 . SOLN ?'0
Error conditions 1, 2, and 4 allow the computer e Soon o2 2
: P GU TQ 25 5o
run to continue. Error condition 3, however, ter- 95 WRITECHAs120 Son e
. . . sTQP
minates execution and requires another run to proc- 11 o™ H
s #STORE 1
ess succeeding cases. 77 xea soun U4 S .
- Sample Main Program - SOLN - .
000100100010 2
140000000 006644085 047601008 047507505 044299425 040033291 07284786 3
Purpose. De6731766 0408635910 Do ThhS845 4
. 0-665?8:: ;.222:328 g-::zz:g?’ 046194650 043547574 0,0027470 D«56010878 :
. . . 04557 » »
Solution of a set of simultaneous equations. 047401008 0:6271802 1.0000000 07086843 0+4058519 0.0031426 046876602 7
o'”;g;;: g‘:}:i::; gqg:z:z: 140000000 044000593 0,0031039 044792011 g
[ T% 11 . . . . . .
06295047 0.!0517;0 g;é%‘b!lg! 400 ! o 0017776 0+3889672 }2
. 04299428 0435467574 04058519 Os 8593 140000000 Oe 6 043889
Remarks' 043605070 044611099 043976204 o 0017776 19 12
1/0 specifications transmitted to subroutines by G s Bnoais2s 010031037 0 100000000 0+003011 s
047284786 046010878 0,6RT76602 0.6792011 043889673 0,0030119 1.0000000 15
COMMON. 046108296 047812874 0.6737132 16
I t d' g.g;g;;gg g‘::zig:g g.:;z:::: 046295047 043505070 0,0027915 0s6108296 };
npu card: g-gé!:;iﬂ g.z;g:;gg 3:315202; 048051740 004511099 040035705 076812874 19
- 3 - o724 % 1. + 798668, 20
Column 2 MX - Logical unit number for 07445848 006143597 047029582 046943108 0+3976206 040030789 046737132 21
Output 90062“15! 047986682 1.0000000 §§
R . 110,0  =120,0 104 148, =504 44420 <14 24
Column 4 MY - Logical unit number for 3.8 22, 16504 2

input. o~

SUBROUTINE MATIN i

: : : PURPOSE
Subroutines and function subprograms required: ReAGS CONTROL CAWD AND NATRIX DATA ELEMENTS FRON LOGICAL
SIM e
Q USAGE
MATIN CALL MATIN(TCODE;AsISIZEs IROMy ICOLo1Ss JER)
MXOUT DESCRIPTION OF PARAMETERS
TCODE-UPON RETURN, ICODE WILL CONTAIN FGUR DIGIT
IOENTIFICATEON CODE FRON MATRIX PARAMETER CARD
1.OC A -DATA AREA FOR INPUT RAVRIX
ISTZE-NUMBER CF ELEMENTS DIMENSIONED BY USER FOR AREA A
IROM -UPON RETURN, IROW WILL CONTAIN RON DIMENSIGN FROM
MATRIX PARANETER CARD
: 1COL -UPON RETURN, ICOL WILL CONTAIN COLUNN DIMENSION FROM
Method: MATRIX PARAKETER CARD
. X IS  -UPON RETURN, IS WILL CONTALN STORAGE KODE CODE FROM
A matrix of simultaneous equations coefficients b e
1S=1 SYMNETRIC MATRIX
and a vector of constants are read from the I5-2 DIAGONAL NATRIX
tandard i devi h 1 IER -UPON RETURN, IER WILL CONTAIN AN ERROR CODE WHERE
i i i IER=0  NO ERROR
standard input device. The solution is obtained IER-0 MO ERROR S THAN NUNGER OF ELENENTS IN
: : s INPUT MATRIX
and listed on the standard output device. This IERe2  INCORRECY NUMBER OF DATA CARDS
procedure is repeated for other sets of equations REwARKS
until a blank card is encountered. SUBRGUTINES AND FUNCTION SUBPROGRAMS REGUIRED
[
KETHOD
SUBROUT INE ASSUMES THAT INPUT MATREX CONSISTS OF PARAMETER
/1 FoR CARD FOLLONED BY DATA CARDS
*10CS{CARD, TYPEWRITER s k132 PRINTER) PARAMETER CARD HAS THE FOLLOWING FORWAT &
*ONE WORD INTEGERS €OL. 1- 2 BLANK 5
¢ SAMPLE MAIN PROGRAM — COL. 3- 6 UP 7O FOUR DIGIT IDENTIFICATION CODE
€ HAIN PROGRAM ~ SULN Suth 1 COL. 7-10 NUNBER OF ROWS IN MATREX
c MATRIX 1S OIMENSIONED FOR 1600 ELEMENTS. THEKEFORE, NUMBER UF SCLN 2 COL-11-14 NUNGER OF COLUMNS IN WATRIX
\ 3 9lH=N ) FOR 16 K v .
c EQUATIUNS TO 3E SOLVED CANNOT CXUEED 40 UNLESS DIMENSION SCuN 3 COL.15-16 STORAGE MODE OF MATRIX MHERE -
c STATEMENT 15 CHANGED SGLN 4 °
d ul 0 ~ GENERAL MATRIX
OIMENSION AL160C) 48 (40) |
Suth 5 1 — SYNMETRIC MATRIX
COMMON Mk, MY SaLh & 2 - DIAGONAL MATRIX °
10 FORMATI////354 SGLUTION OF SIMULTANEGUS EQUATIULNS) SOLN 7 DATA CARDS ARE ASSUNED YO HAVE SEVEM FIELDS OF TEN COLUNNS <
11 FORMAT(//45H DIMENSIONED AKEA TUU SMALL FOR INPUT MATREX 414} SCLN 8 EACH. OECIMAL POINT MAY APPEAR ANYWHERE IN A FIELD. IF NO *
12 FURMATL//21H EXECUTION TERNINATED) SN 9 DECIMAL POINT IS INCLUDEDy LT IS ASSUMED THAT THE DECIMAL
13 FORMAT(//48H RUW AND CULUMN OIMENSIONS NOT EQUAL FOR MATRIX 14} SGLN 10 PDINT IS AT THE END OF THE 10 COLUMN FIELD. NUKBER IN EACH
L4 FURMAT(//43M INCURRECT NUMBER OF UATa CARDS FOR MATKIX »14) SCLN 11 FIELD MAY BE PRECEDED BY BLANKS. DATA ELEMENTS MUST BE
L5 FORMATI//19H GO ON TO NEXT CASE) SOLN 12 PUNCHED BY ROM. A RON MAY CONTINUE FROM CARD TO CARD.
16 FORMAT{//39H STRUCTURE CUDE IS NOT ¢rKO FOR MATRIX,I14) SULN 13 HOWEVER EACH NEW ROW MUST START IN THE FIRST FIELD OF THE
L7 FORMAT(////18H ORISINAL B VECTUR///7) SGLN 14 NEXT CARD. ONLY THE UPPER TRIANGULAR PORTION OF A SYMMETRIC
18 FORMAT(////16¢ SOLJTION VALUES,///77)- SLLN 15 OR THE DIAGONAL ELENENTS OF A DIAGONAL MATRIX ARE CONTAINED
19 FORMAT(//1394 MATRIX I3 SINGULAK) Soun 1o ON DATA CARDS. THE FIRST ELENENT OF EACH NEW ROW WILL BE
20 FORMATITFL0.0) oln iy THE OTAGONAL ELENENT FOR A MATRIX WITH SYMMETRIC OR
21 FURNMAT{16,10X,216.5) soLh 18 DIAGONAL STORAGE WODE. COLUNNS 71-80 OF DATA CARDS MAY BE
22 FORMAT(//12H END OF CaSE) Sorn ie USED FOR IDENTIFICATION, SEQUENCE NUMBERINGs ETC..
23 FORMAT{ 212 Sotn 32 THE LAST DATA CARD FOR ANY MATRIX KUST BE FOLLOMED BY A CARD,
READ{Z, 231X MY SULN 21 WITH A 9 PUNCH IN COLUMN 1.
WRITE(HX, IC) SULN 22 mm
25 CALL MATIN {1CODsAy 1600 ,NyMy M5, LERD SN 23
IFIN) 3C,95,3¢C soLn 24
30 IFLIER-1) 45,35,40 SOLN 25
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SURROUTINE MATING [CADE, Ay ISIZEL TROALICOL, TS, TER) MATIN 1
OTMENSION AL1) MATIN 7
UIMENSION CARD( 8} MATIN 3
COMMON MX, MY VATIN &
1 FLRMATITFLIO.D) MATIN 5
? FURMAT(16,204,12) MATIN &
3 FGRAAT(IL) MATIN 7
lot=17 LTSS B
1ER=0 uATIN 9
READ( MY, 2} ICONE, TROW,TCOL, IS MATIN 17
CALL LOCIIRAOW,ICIL o [CNTLTROW,ICILIS) wATIN 11
TFUISTZE-TCNT 167 .7 MATIN 12
& LFR=) MATIY 13
T IF (ICNTI38, 34,8 MATTN 14
B coL MATIN 15
IROCR=1 MATIN 14
COMPUTE NUMBFR OF CARDS FOR THIS ROW MATIN 17
11 IRCOS={ICALT-11/10C+1 MATIN 18
TFLES~1015015,12 MATIN 19
12 1PCS=L NATIN 27
SET UP LNOP FIR NUMSER QIF CARDS [N RNW HATIN 2?1
15 DN 31 K=1,I8CaS MATIN 22
REAI(MY1YICARD(I 1, 1=1,1D0) MAT [t 23
SKIP THROUGH DATA £ARDS IF INPUT AREA TOO SHALL MAT % 24
1FCIERI 16416431 MATIN 25
16 L=0 MATIN 24
COMPUTE COLUMY NUMAE® FNR FIRST FIELD TN CURRENT €839 HATIH 27
JS=IK-1}9TDCHICAL-TCLT+1 MATIN 29
USA

GE
CALL MXOUTIICODEoAsNyMyMS4LINS, IPGSISP)

DESCRIPTION OF PARAMETERS

1CODE— INPUT CODE NUMBER YO BE PRINTED ON EACH OUTPUT PAGE
A—-NAME CF BUTPUT MATRIX
N-NUMBER OF ROMS IN A
M—NUMBER OF COLUMNS IN A
MS—-STORAGE MODE OF A WHERE NS=

O-GENERAL

1-SYMMETRIC

2-01AGONAL
LINS—NUMBER OF PRINT LINES ON THE PAGE [USUALLY 60)
1POS-NUMBER OF PRINT POSITIONS ACROSS THE PAGE (USUALLY 132)
ISP-LINE SPACING CODE, 1 FOR SINGLE SPACE, 2 FOR DOUBLE

SPACE

REMARKS

NONE

SUBROUTINES AND FUNCTTON SUBPROGRAMS REQUIRED
Loc

KETI

HED

THIS SUBROUTINE CREATES A STANDARD OUTPUT LISTING OF ANY
SIZED ARRAY WITH ANY STORAGE MODE. EACH PAGE IS HEADED WITH
THE CUDE NUMBER,DIMENSIONS AND STORAGE NODE OF THE ARRAY.
EACH COLUMN AND ROW IS ALSO HEADED WITH IT5S RESPECTIVE
NUMBER.

SUBROUTINE MXDUT

PURPUSE

PROBUCES AN OUTPUT LESTING DF ANY SIZED ARRAY ON
LOGICAL UNIT 3

. 45

SUBROUTINE MXGUT {TCODE,ANM/MS,LINS, [POS,T5P) Mxnur 1
NIMENSION A(1},4BI8) uxgutr 2
COMMON MX, MY uxoyr 3

L FORMAT{///7/75%, TAMATREX ¢1546X,1345H ROWS,6X, 13,84 COLUMNS, LET¢7) S
18X, 13HSTORAGE MOJE +11./) MXOUY S
2 FORMAT{12X,BHCOLJMN o7(3X,13,10X1//) 4XOUT 6
4 FORMAT(TX,4HROW +13,7(E16.6)) wxnuy 7
5 FORMAT 1/, 7TXs4HROA +13,7(EL6.6)1 MXOUT 8
J=1 MXOUT 9
WRITE HEADING MXOUY te
NEND=1PQS/ 16~} MXNuT 11
LEND = {LINS/ISPI-LO MXOUT 12
10 LSTRT=L “XOUT 13
20 WRITE(MX, 1) ICODEs Ny My MS wxaut 14
JNT=J+NEND-1 4X0UT 15
IF{ JNT-H133,33,32 MXOUT 16

32 INT=M HXOUT 17
33 CONTINUE uxnut 18
WRITE(MXy 20 {JCURy JCUR=J 4 INT] MXNUT 19
LYEND = LSTRT4LEND-1 MXOUT 20
00 30 L=LSYRT,LYEND MXQUT 21
FORM OUTPUT RIW LINE MXOUT 22

DO 55 K=1,NFND HXOUT 23
KK=K MXOUT 24
JT = JeK-1 MXOUT 25
CALL LOCIL2JTyTINT, N M5} MXDUT 26
B{K}=0.0 uxour 27
[FITINT)I50,50,45 MXOUT 2R
8IK)=A{ TJNT) MXNUT 29

50 CONTINUE uxXnUT 39
CHECK IF LAST COLUMN, IF YES GO TD 60 MXOUT 31
IF{JT-4) 55,60,62 wgur 32
55 CONFINUE MXOUT 33
END (F LINE, VOW WRITE MXOUT 34

60 IF(1SP-1165,65:70 uxouT 15
65 WRITL(MXy4)Le{BlIW)IW=14KK} MXOUT 36
G0 Tn 75 Mxour 37
70 WRITE(MXsSILo{RIIW) pIW=1,KK} MXOUY 34
[F END OF ROWS,GOQ CHECK COLUMNS Mxour 39

7S IFIN-L)AS,85,R0 MXOUT 40
80 CONTINUE MXNUT 41
WRITE NEW HEAJING MXDUT &2
LSTRY=LSTRT+LEND MXNUT 43
GU TO 20 4xQUT 44
END OF COLUMNS, THEN RETURN MXOUT 45

A5 1F(JT-4190,95,95 MXOUT 46
90 J=3Tel MXOUT 47
G0 10 10 uxXNUY 48
95 RFTURN MXAUT 49
END MXDUT S0
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